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PREFACE

This is a practical sourcebook of curve fitting formulas for users of
programmable calculators and micro-computers. All of the essential
information needed to fit data to the most common curves is provided in a form
that minimizes calculations and makes programming easy. The curves selected
for this volume consist primarily of models with one— and two-independent
variables that do not require iterative solutions. A basic introduction is
included for the novice user of statistical models while the more intrepid
explorer may find the sections on transformation, derivation, decomposition
and substitution valuable for developing custom curve fitting routines.
Owners of the Hewlett—-Packard HP-41C programmable pocket computer can make
immediate use of many models presented with the program and barcode included.
Similar programs for other popular handheld computers are also provided.

The figures used to illustrate the text were drawn on an HP-85 desktop
computer with a modified version of the computer’s Standard Pac. The cover
design was also done on the HP-85 with a hidden—line plotting algorithm.

It is a pleasure to acknowledge the contributions of Maurice Swinnen and
Rick Conner to this edition. Maurice prepared the multiple curve fitting
routines for the TI-59 under severe running time and storage contraints
without sacrificing user friendliness or versatility. Rick prepared an
excellent BASIC language version of the HP-75 program that fits nineteen
curves and uses many of the special features of the PC-1500. I am especially
indebted to Robert, Jeanne, Michael and Hiroko for their continuing enthusiasm
and support in revising and updating previous editions.

January 1984 William M. Kolb
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“If you know it to one significant place, then you know it!”

G. S. Shostak
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INTRODUCTION

This book presents a wide variety of curve fitting formulas intended to
help anyone with an interest in data analysis. It can be used to fit a
specific curve to your data or as a guide in selecting appropriate models.
The curves consist of equations with one-, two— and three—independent
variables that can be solved simply and without complicated mathematics. A
number of special-purpose curve fitting routines are included to help solve
unusual problems.

The equations for these models are arranged to minimize the number of
computations required and are therefore ideally suited to the programmable
scientific calculator. Register numbers are used in a consistent manner for
all formulas which makes it easy to experiment with different models once the
data have been entered. If your calculator has less than 90 data registers
available, however, you may find it necessary to use different register
assignments for some equations. Graphs and general descriptions of the
various equations are included to help with model selection and an example is
worked out for each equation to assist in debugging programs.

The book is divided into three major sections. This first section is a
general discussion of the curve fitting process intended as a primer for the
beginner. The second section contains various statistical models and the
formulas necessary for estimating the coefficients. The final section is a
series of appendixes that will help you program these models and develop new
ones.

The remainder of this introduction provides some insight into the
techniques used to formulate a model and the basics of regression analysis,
The uninitiated user of statistical models should review this section
carefully before drawing conclusions about the significance of any model.

1. REGRESSION

If you were asked to estimate the heights of various trees in a forest,
how would you go about it. One way is to develop a mathematical relationship
between the height of the tree and its diameter. The height of a particular
tree could then be estimated from a simple measurement of its diameter. In
this case there would be one independent variable (diameter) and one dependent
variable (height). Unfortunately, the relationship between diameter and
height may not work particularly well in all instances. We might conclude
that other independent variables are required to take into account such things
as annual rainfall, forest density and type of tree.

One technique used to formulate a statistical relationship among such
variables is regression (the term regression is applied for historical
reasons). In our forestry problem, actual data consisting of diameters and
heights for various trees would be regressed to produce the best fitting line
through all of the points.



The usual meaning of best fit is the line that minimizes the sum of the
squares of the vertical distances from each data point to the limne of
regression: the term least squares describes this fitting method. Other
regressions, however, could be developed where best fit defines a line that
minimizes the sum of all perpendicular distances between the regression line
and the data points, or the line that minimizes the square of vertical
distances to transformed data points, e.g., the log of height (more on this in
the next section).

The most common form of regression is a straight—line fit. In this case,
we are trying to find the coefficients A and B that result in a least squares
vertical deviation from the straight line: y = A + Bx. Actually the values
obtained for A and B are only estimates and are sometimes writtem A’ and B’ to
remind us of this. When we calculate y from a value of x using these
coefficients, it too may be written y’'. Note that the coefficients derived in
this regression process are specifically designed to predict y from a
knowledge of x: the values obtained for A and B are generally not the best
ones to use if we want to estimate x from a knowledge of y.

The more data points we have in our sample, the closer our estimate of A
and B will be to the expected values. If the data sample is fairly small, as
it frequently is, we should not be tempted to use more than two or three
significant places for A and B. Even if A and B are determined with great
precision from ample data, we should not conclude that x and y are actually
related by the equation y = A + Bx., The values obtained for A and B merely
reflect our assumption that y can be predicted from x using a straight-1line
approximation.

2. TRANSFORMATION

Often we can plot our data and see immediately that the assumption of a
straight—-line fit is not correct. Our intuition or experience may suggest a
totally different relationship between y and x such as (y—-A)(x+B)=1 or y=kcx.
Rather than invent a new regression for each case, it is common practice to
transform the expression into_one that has the properties of a straight line.
Consider the expression y=kc , for example. By taking the natural logarithm
of both sides, we obtain 1n(y)=1n(k)+ xln(c). Since the logarithm of a
constant is a constant, we can rewrite the last expression as 1ln(y)=A+Bx where
A=1n(k) and B=1ln(c). Now we have a dependent variable on the left that is
linearly related to an independent variable on the right which means we can
apply a straight-line fit. The transform applied in this case is the natural
logarithm, and instead of using y in the regression formula, we input 1n(y).
The values for coefficients A and B, however, must be transformed back using
anti-logs to obtain estimates for k and c.

It should be noted that the transformation applied in this example
produces a least squares regression of 1n(y), rather than y. The coefficients
k and ¢ obtained in this manner are not necessarily the same ones that would
be obtained by an actual least squares regression of y on x. The difference
will be small, however, if the fit is good. Transforms thus provide a
convenient and relatively uncomplicated method for estimating coefficients in
more complex models without resorting to unwieldy iterative techniques.



3. MULTIPLE LINEAR REGRESSION

Many phenomena cannot be expressed in terms of a simple linear model.
What happens, for example, when there are several variables? We would still
like a regression technique that minimizes the sum of squared deviations
between the regression line and the actual data. One such linear regression
model for a dependent variable, w, and three independent variables, can be
written as: w=A + Bx + Cy + Dz. Y and z can represent almost any
independent variable we want including a function of x such as 1/x or x2,
Thus an easy way to fit data to a cubic equation would be to substitute x2 for
y, and x3 for z. Where the input of our regression formula calls for x, we
input x. Where it calls for y and z, we input x2 and x3, respectively. After
the coefficients A, B, C and D are computed, we will have a best fit curve for
the expression

y = A + Bx + Cx2 + Dx3

More complicated equations can be fitted by transforming the data to an
expression that has the form of a multiple linear regression. This process
can be used to develop models for probability distribution functions such as
the familiar bell-shaped (normal) curve. Unfortunately, not all equations can
be transformed to a linear model and iterative methods must often be employed
to fit data to a curve.

Sometimes an alternative to iterative methods is to divide the curve into
two or more pieces, each of which can be approximated by a separate regression
equation, If it is desirable to join these curves together precisely, we need
to specify a particular point through which one or both curves must pass.
Several regressions are included in this book to provide a least squares fit
through such a point. Others can be developed as needed.

The general technique for joining two curves consists of moving the origin
(0,0) to the desired point (h,k) and then forcing one or both regression
curves through the origin. For a simple linear model, merely subtracting h
from each x value and subtracting k from each y value as the data is entered
will move the origin to (h,k). The Generalized 2nd Order and Generalized 3rd
Order equations are then used to force a regression line through the origin,
now located at (h,k). Once the coefficients for this regression model are
computed, substitute the value of h for x and the value of k for y and solve
for the constant term A in the regression equation.

The underlying assumptions to keep in mind whenever linear regression is
used are 1) the independent variables are free of error, 2) the independent
variables are not affected by the dependent variable, 3) the data consists of
a random sample from the population and not the entire population, and 4) the
model accurately describes the data, although it need not correctly define the
underlying physical phenomena involved.



4. FITTING A FAMILY OF CURVES

Sometimes it is necessary to find a single equation that describes a
family of curves such as those shown in the following figure. A useful
technique for doing this involves fitting just one of the curves to determine
the general equation that best represents the entire family.
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When choosing the general equation, it is important to check the curves at
either extreme for goodness of fit. Once a general equation has been
selected, each individual curve in the family is fit to that model. 1In the
example shown, the best general equation was found to be

n= A o(B* 1n£)2/C

If each curve in the family is fit to this model, we obtain the following set
of equations for the different values of P:

(2.79 + 1n t)2/23.8

n = 0.726 e for P=0.02
n = 0.696 o199 + 1n £)2/19.8 . o
n = 0.555 ¢(1:93 + 1n ©)2/18.6 . b 4 10
n = 0.414 ¢(1-78 + In ©)2/16.9 ., b 4 99

The next step is to find a relationship for each of the coefficients
appearing in the model. In other words, we are looking for a set of equations
that estimate A, B and C based on P. When P=0.02 we need an equation for A
that gives A=0.726, when P=.05 we want A=0.696, etc. We likewise need an
equation to estimate B so that B=2.79 when P=0.02, and B=1.99 when P=0.05,
etc. After curve fitting each coefficient, we might finally decide on the
following equations:



A = 0.188 (0.9851/P) (p70-535,
B = 1 77 p-0-0023/P
C = 18.1 - 8.45P + 0.118/P

Given these equations, we can now estimate A, B and C for any value of P
in the range from 0.02 to 0.20. We can then substitute these values in the
original model along with a value for t in order to estimate n.

5. DECOMPOSITION AND SUBSTITUTION

It is possible to express a generalized regression equation in several
different forms by decomposing its coefficients or by substituting other
variables for the ones given (this was done earlier when x2 was substituted
for y and x3 for z). These techniques should always be tried before
developing a new regression formula. The following examples illustrate a few
of the variations possible with models presented in this book.

General Equation Alternate Form
y = axb y = 1/(rxt)
y = ab™ y = re(sx)
_ X_C _ s _tx
y = ab'x y =rxe
y = ab*x® y = r(x/s)te(xls)
y = bx y = b/x
y = a + bx y = a + b*arcsin(x)

I

a + bx 1ny a + bx

«
I

The first three examples illustrate substitution of new coefficients for
the originals. In the first case, the coefficients are related by r=1/a and
t=—b. In the second case, r=a and s=1lnb. In the third example, r=a, t=1nb,
and s=c. The fourth example involves decomposing or partitioning a
coefficient into factors such that a=r/(s ), c=t and 1lnb=1/s. The last three
examples involve substituting a new variable in the general equation. In the
fifth example, the reciprocal of x is substituted for x. In the sixth
example, the inverse sin of x is substituted for x and in the last, lny is
substituted for y. These techniques can also be applied simultaneously to
greatly expand the range of equations that can be fit with just a few basic
regression formulas.



6. SCALING

Most programmable calculators are capable of storing only ten digits in a
register. This limitation presents a problem if the less significant digits
are lost during calculation. The problem can be particularly acute when one
variable is much larger than another or when one variable changes much more
rapidly than another. There are two techniques that are often used in such
cases to maintain maximum accuracy.

The first consists of subtracting a common value from each y value before
entering the data. After the coefficients have been determined, this value is
then added to the general equation for y. If our data consisted of X,Y pairs
such as (10,994), (20,1015), (30,1033), and (40,1057), we could subtract 1000
from each y value and use (10,-6), (20,15), (30,33), and (40,57) to find the
regression coefficients. Using a linear fit, the final result would be
(y-1000) = -27 + 2.07x which can be rewritten as y = 973 + 2.07x. The same
result is obtained using the original data but with some loss of accuracy.

The second technique consists of multiplying or dividing by a constant
factor before entering the data. This technique would be very useful with the
following data: (10,994), (20,1930), (30,3160), and (40,4050). Dividing each
y value by 100 gives us (10,9.94), (20,19.3), (30,31.6), and (40,40.5). The
best linear fit would then be (y/100) = -0.660 + 1.04x which can be rewritten
as y = 104x — 660. While this technique could have been used with the data in
the previous example, it would not have emphasized the absolute differences in
y. On the other hand, if we had subtracted 1000 from each y in the second
example, we would still have the problem of some y values being much larger
than x. Both of these techniques can be applied to x as well as y. They may
also be used simultaneously as long as you remember to rewrite the final
equation accordingly.

7. GOODNESS OF FIT

For peace of mind, we would like some assurance that the straight line
resulting from our regression analysis is a reasonable approximation or good
fit. There are a number of ways to evaluate how good the fit is, each with
its own advantages and limitations. Perhaps the most commonly used measure of
goodness of fit is the coefficient of determination, RR. (The square—-root of
RR is called the correlation coefficient.) A useful property of the
coefficient of determination is that it applies to any linear regression and
may be used to determine which transform produces the best fit.

Another property of RR is that it ranges from 0 to 1: it is 1 when all of
the data points (or transformed data points) fall exactly on a straight line,
and it is 0 for values of x and y chosen at random. RR has a direct
interpretation as well: it is the proportion of the total variation in y
explained by the regression line. Thus an RR of 0.80 means that 80% of the
observed variation in y can be attributed to variation in x: 20% of the
variation in y is unexplained by the regression line. If the data are very
noisy (i.e., contain significant random errors), an RR of 0.8 may represent a
fairly good fit. It is possible to have a coefficient of determination near
1, however, and not have a good fit if the data have very little noise. Even



with a high degree of correlation, we cannot infer that the data actually fit
a particular model without assuming something about the distribution of errors
in the measurements of y. Moreover, a high RR does not prove causality and
does not guarantee that new data will necessarily fit the model.

In general, a model is only valid over the range of input data and should
not be used to extrapolate values outside of this range. A linear
relationship between age and weight in children, for example, could not be
used to accurately predict adult weight. Furthermore, losing weight will not
reduce your age no matter how good the fit.

WVhenever RR is used to compare one model with another, it should be
corrected to eliminate any bias due to the size of the data sample and the
number of coefficients being estimated. Appropriate corrections are included
for most models in the book. It should be noted that RR is purely a function
of the original (or transformed) values of x and y and expresses the strength
of the linear relationship between them regardless of the curve being fit. It
is not useful for measuring the goodness of fit in special cases such as lines
forced through a point.

8. SIGNIFICANCE

We should always select a model for our data on the basis of either
theoretical or empirical knowledge. Whenever possible, we should even design
the data-collection so that goodness of fit, lack of fit, and measurement
errors can all be tested. Unfortunately, it is not always possible to control
what data are collected or to completely understand the phenomena involved.
In such cases, the model must always be suspect until tests of significance
are applied to each of the variables.

For regressions involving several terms, it is possible to determine the
correlation between each pair of variables. If two independent variables are
highly correlated, we should consider redoing the regression and omitting one
of them since it contributes little toward reducing the variance in the
dependent variable. If an independent variable exhibits little or no
correlation to the dependent variable, we should also consider omitting it
from the model.

It is usually the case that higher order curves with more variables will
produce a better coefficient of determination. It is therefore prudent to
determine if the improvement in RR is truly significant before opting to use
the higher order curve. There are a number of methods for testing the
significance of the coefficient of determination, but one of the most commonly
used is the F-test. This is essentially a test of the hypothesis that the
dependent variable is linearly related to the independent variables. The F
value can be computed from the sample size and RR using the equation F = (n -
2)RR/(1 — RR), where n is the number of data points. F may be adjusted for
the number of degrees of freedom (m) as follows: F = (n—-m-1)RR/m(1-RR). The
interpretation of such tests is beyond the scope of this book, however, and
the interested reader should consult one of the more advanced statistical
texts listed under references.



8. GETTING STARTED

We shall conclude with an example that illustrates how to fit data to a
curve using the information in this book. Suppose the heights of a small
group of adults picked at random were measured as follows: 53, 54, 55, 56,
56, 57, 57, 57, 58, 58, 58, 59, 59, 60, 60, 62 and the frequency of each
height summarized in a table.

Height (x) Frequency (y)
53 in. 6.25%
54 in. 6.25%
55 in. 6.25%
56 in. 12.50%
57 in. 18.75%
58 in. 18.75%
59 in. 12.50%
60 in. 12.50%
62 in. 6.25%

We would like to find a curve that fits these data and use it to estimate
what percentage of the adult population have a height of 65 inches. We have
converted the data to percentages in this case only because we want the final
answer to be a percentage. The first step is to plot the data. Since height
is the independent (or given) variable, it is plotted along the x—axis while
frequency (or the unknown) is plotted along the y—axis. The plot will look
something like this
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We have the option at this point of scaling the data, if it is desirable.
Since all of the x values are clustered between 53 and 62, we could simply
subtract 50 from each and remember to add 50 to x in the final regression
equation. In this example, the differences between x and y are not quite
large enough to be troublesome so we shall not bother to scale them.

The next step is to examine the curve and delete any points that appear to
be extremes, or outliers. This should be done with discretion so that the
results are not biased by preconceptions of what the curve should look like.



We should also consider how the curve might behave on either side of the
data sample we have plotted: does it reach some limit or does it swing upward
again at some point? Does the curve pass through the origin? Knowing or
assuming these details will make the selection of a model easier. In some
instances it may help to make up and use additional data. We may assume, for
example, that there are no adults two feet tall or ten feet tall.

Now we look through the graphs for various equations and pick out ones
that are similar to the plotted data. When it is difficult to find a curve
that looks similar to our plot, we might replot the data with x values on the
y—axis and y values on the x—axis to find a better match. In this particular
case, it seems reasonable that the data belong to a normal distribution and
replotting isn’'t necessary.

Turning to the normal distribution, the first thing we find is a list of
summation terms that are required. The first sum (R16) is simply the total of
all the x values. The second sum (R17) involves squaring each x value before
adding them together. The fourth sum requires taking the natural logarithm of
each y value and then adding the logarithms together. When each of these
summations has been calculated, the results should look like this:

R16 = x, 514.000
R17 = Z x; 29,424.000
R21 = n 9.000
R30 = Z 1n Y 20.770
R31 = Z 1n yi 49.755
R40 = Z x; 1,688,344.000
R43 = Z x; 97,104,852.000
R46 = Z xi*ln Yy 1,189.588
R54 = Z x;*ln v 68,268.885

If suggested register assignments are used, the formulas in the text can
be applied directly to calculate all of the terms required. For this
particular example, the terms become

ROS = 620.000
RO6 = 3,286.447
RO7 = 71,160.000
RO8 = 30.564
RO9 = 8,171,892.000
R11 = -160.109
R12 = 5.625
R13 = -0.049



The coefficients of the normal distribution equation are calculated from
the last three registers.

a = 15.020
b = 57.895
c = -20.586

Substituting these coefficients into the general equation gives us the
best fitting normal distribution for our data.

y = 15.0 o(X757:9)2/(-20.6)

The coefficient of determination is found to be 0.748, meaning that
approximately 75% of the observed variance in y is explained by x. For the
limited data sample used, this probably represents a fairly good fit. If we
were to try another curve with the hope of getting a better fit, it would be
necessary to calculate the corrected coefficient of determination (0.664) for
comparison. The curve with the larger corrected value of RR would generally
be considered the better fitting curve. In this case, there is at least one
other curve with a higher coefficient of determination, namely the cauchy
distribution. Unless there is some strong justification for believing the
adult population follows a cauchy distribution, however, we should not select
it over the normal distribution for extrapolating outside of the range of our
data. The regression curve we finally settle on should be plotted along with
our data as a visual check of the calculations and goodness of fit.

Assuming we are satisfied with the model, we can now use our regression
coefficients to estimate any value of y. By substituting 65 for x in the last
expression, we can estimate the expected proportion of the adult population
that is 65 inches in height. Based on the data sample used, we would expect
about 1.3% of the population to be 65 inches tall. (The cauchy distribution
model would have predicted 3.1%.)
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PART II

GENERAL CURVE FITTING EQUATIONS
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STRAIGHT LINE

General Equation: y = a + bx

This is perhaps the most common equation used to fit data. It enjoys
widespread use in general forecasting, biology, economics and engineering. It
can be used any time y is proportional to x. The following formulas will
estimate the coefficients of a linear equation that best fits the data when
three or more points are given. X and y may be positive, negative or equal to

zero.
- f
s T
-
.-"J’-‘-P
T
e
-
L~ b:@
- = "--F"
-y
R16 = T x, R18 = T y,. R20 = X x. *y,
i i i’i
R17 =3 x; R19 = X y; R21 = n

where x and y are the values associated with each data point and n is the
coefficients of the best fit straight line are

total number of points. The
computed as follows:
ROS
R11
R12

R17*R21 - (R16)2
(R17*R18 — R16*R20)/RO5

(R20*R21 — R16*R18)/RO5
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The coefficients of the best fit line are:
a = R11

b = R12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11%R18 + R12*R20 - (R18)2/R21
R19 - (R18)2/R21

RR

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

=1

corrected (R21 - 2)
Example:

X = 10 20 30 40 50

Y = 28 32 46 59 72

R16 = 150.00 R21 = 5.00
R17 = 5,500.00 RO5 = 5,000.00
R18 = 237.00 a = 12.90
R19 = 12,589.00 b = 1.15
R20 = 8,260.00 RR = 0.976



STRAIGHT LINE
THROUGH THE ORIGIN

General Equation: y = bx

There are many situations where the relationship between x and y is such
that y must be zero when x is zero. If blood pressure is zero, for example,
then the volume of blood flow is zero. Voltage and current in simple
electrical circuits exhibits a similar relationship. This equation can be
used to fit a straight line to these kinds of data and is used any time y is
directly proportional to x. The following formulas will estimate the
coefficient of a linear equation that best fits the data when two or more
points are given. X and y may be positive, negative, or equal to zero.
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_Pf

R17 = x2 R20 = X, *y

i i’i

where x and y are the values associated with each data point. The coefficient
of the best fit straight line is computed as follows:

R12 = R20/R17

._14_



The coefficient of the best fit line through the origin is:

b = R12

Example:
X = 11 17 23 29
Y = 15 23 31 39

R17 = 1,780.00
R20 = 2,400.00
b = 1.348

_15_



STRAIGHT LINE
THROUGH A GIVEN POINT

General Equation: y = a + bx

This is a variation of the linear equation. It is used to fit data to a
straight line which passes through the point h,k. It can be used whenever the
value of one point is known or assumed to be correct, e.g., surveying through
a known tie point or benchmark. The following formulas will estimate the
coefficients of a linear equation that best fits the data when three or more
points are given. X and y may be positive, negative or equal to zero.

R16 = X, R18 = v R20 X. ¥y,

R17

I
M

»
S
=

I
B

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best fit straight line are
computed as follows:

_ h*k*R16 — k*R17 — h2*R18 + h*R20
2*h*R16 - R17 - h2*R21

R11

_16_



The coefficients of the best fit line are:

a = R11
b =(k - R11)/h
Example:
X = 100 200 300 400 500
Y = 140 230 310 400 480

Find the best fitting straight line that passes through the point
(300,310).

R16 = 1,500.00 R21 = 5.00
R17 = 550,000.00 a = 55.00
R18 = 1,560.00 b = 0.850
R20 = 553,000.00



ALTERNATIVE STRAIGHT LINE
THROUGH A GIVEN POINT

General Equation: y = a + bx

These equations will find the best fitting straight line that passes
through the point h,k. It produces the same coefficients as the previous
method but the technique is somewhat different and is generally applicable to
other regression curves. It may be used to join two curves at a common point,
e.g., a straight line and an arc. The following formulas will estimate the
coefficients of a linear equation that best fits the data when three or more
points are given, Note that h is subtracted from each x value and k is
subtracted from each y value as the sums are calculated. X and y may be
positive, negative or equal to zero.

R17 = (xi—h)2 R20 = (xi—h)*(yi—k)

where x and y are the values associated with each data point and h and k are
the coordinates of the fixed points. The coefficients of the best fit
straight line are computed as follows:

R12

R20/R17

R11 k — h*R12
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The coefficients of the best fit line are:

a = Rl11
b = R12
Example:
X = 100 200 300 400 500
Y = 140 230 310 400 480

Find the best fitting straight line that passes through the point
(300,310).

55.000
0.850

R17
R20

100,000.000 a
85,000.000

o'
I
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ISOTONIC LINEAR REGRESSION

General Equation: y = a + bx

This is a variation of the linear equation based on minimizing the sum of
squared deviations as measured perpendicular to the regression line. It
corresponds most nearly to a free—hand line drawn through the points.
Isotonic regression can be used when there are equal errors in both x and y,
e.g., surveying through a number of points that lie on a straight line. The
following formulas will estimate the coefficients of a linear equation that
best fits the data when three or more points are given. X and y may be
positive, negative or equal to zero.

R16

z x, R18 z y; R20

R17 = X x; R19 Zyi R21 = n

*
X%y

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best fit straight line are
computed as follows:

Ros - (R17 = R19)*R21 + (R18)2 - (R16)?
2+ (R20*#R21 - R16*R18)

R11 = -RO5 + 4[RO5% + 1

R12 = (R18 - R11*R16)/R21
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There are two possible lines which satisfy the regression equation, each
is perpendicular to the other. The correct solution for most applications is
given by the value of R11 that minimizes the expression

| (R12*R16 - R20)*R11 - R12#*R18|

The coefficients of the best fitting straight line are then given by

a = R12
b = R11
Example:
X = 100 200 300 400 500
Y = 140 230 310 400 480
R16 = 1500 R21 = 5.000
R17 = 550,000 RO5 = 0.163
R18 = 1,560 a = 664.88 or 56.96
R19 = 559,000 b= -1.176 or 0.850
R20 = 553,000

Since the expression |(R12*R16 - R20)*R11 -R12*R18| is minimum (486,351
versus 1,559,850) when R11 equals 0.85, the coefficients of the best fit line
are: a = 56.96 and b = 0.85.
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RECIPROCAL OF STRAIGHT LINE

General Equation: y =

This equation is the reciprocal of a straight line. It is used when x is
inversely proportional to y, e.g., exposure time versus brightmness in
photography. The following formulas will estimate the coefficients of a
reciprocal equation that best fits the data when three or more points are
given. Y must not be equal to zero (any small number may be substituted for y
when it is).

13
A
III
"’t.
R16 = 2 x, R21 = n R25 = % llyi
= z - =
R17 z xi R24 > 1/yi R34 z xi/yi

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best fit curve are computed
as follows:

RO5 = R17*R21 - (R16)2
R11 = (R17*R24 - R16*R34)/R0OS5
R12 = (R21*R34 - R16*R24)/RO5
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The coefficients of the best fit curve are:

a = R11

b = R12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R24 + R12*R34 - (R24)2/R21

RR R25 - (R24)2/R21

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RR orrected - 1 (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 5.1 3.1 2.2 1.7 1.4
R16 = 15.000 R34 = 8.129
R17 = 55.000 RO5 = 50.000
R21 =  5.000 a = 0.065
R24 = 2.276 b= 0.130
R25 = 1.205 RR = 1.000

_23._



RECIPROCAL OF STRAIGHT LINE
THROUGH A GIVEN POINT

General Equation: y =

This equation is the reciprocal of a straight line forced to pass through
a given point h,k and can be used to join two curves through a common point.
The following formulas will estimate the coefficients of a reciprocal curve
when three or more points are given. Subtract h from each x value and 1/k
from 1/y when calculating the sums. Y must not be equal to zero (any small

number may be substituted for y when it is).

|}

JI

II|I
III
)

bk

R17 = (xi—h)z R34 = (xi—h)*(llyi—l/k)

where x and y are the values associated with each data point and h and k are
the coordinates of the given point. The coefficients of the best fit curve
are computed as follows:

R12

R34/R17

(1/k) - h*R12
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The coefficients of the best fit curve are:

a = R11
b = R12
Example:
X = 1.0 2.0 3.0 4.0 5.0
Y = 5.1 3.1 2.2 1.7 1.4

Find the best fitting reciprocal curve that passes through the point
(3,2).

R17
R34

10.000
1.302 b

0.109
0.130

»
|



HYPERBOLA

General Equation: y = a + b/x

The following formulas can be used to estimate the coefficients of a
hyperbolic equation that best fits the data when three or more points are
given. X must not be equal to zero (any small number may be substituted for x
when it is).
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R18 = % yi R21 = n R23 = % 1/x;
= 2 = =
R19 = v? R22 z 1/xi R35 z yi/xi

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best fit hyperbola are

computed as follows:

RO5 = R21*R23 - (R22)2
R11 = (R18*R23 - R22*R35)/R0O5
R12 = (R21*R35 - R18*R22)/R0O5
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The coefficients of the best fit hyperbola are:

R11

»
I

b = R12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

When RR is to be used for comparison with other regression curves,

RR

_ R11*R18 + R12*R35 - (R18)2/R21

R19 - (R18)2/R21

it

should be corrected to obtain an unbiased estimate for the coefficient of

determination.

_ (1 - RR)*(R21 - 1)

corrected (R21 - 2)
Example:
X = 1.0 2.0 3.0 4.0 5.0
Y = 5.1 3.1 2.2 1.7 1.4
R18 = 13.500
R19 = 43.310
R21 = 5.000
R22 = 2.283
R23 = 1.464

_27_

R35
ROS

8.088
2.104
0.613
4.570
0.992



HYPERBOLA THROUGH A GIVEN POINT

General Equation: y = a + b/x

The following formulas can be used to estimate the coefficients of a
hyperbolic equation that passes through the point h,k when three or more
points are given. Subtract k from each y value and 1/h from 1/x when
calculating the sums. X must not be equal to zero (any small number may be
substituted for x when it is).

‘L'.
Hx
b ~'.“--'-
e h k
=] T —_—_—"——b———____.._.__
R23 = (l/xi—l/h)2 R35 = (yi—k)*(llxi—l/h)

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best fit hyperbola are
computed as follows:

R12 = R35/R23

R11

k - R12/h
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The coefficients of the best fit hyperbola are:

a = Rl11

b = R12

Example:

Find the best fit hyperbola that passes through the point (3,2).

X = 1.0 2.0 3.0 4.0 5.0
Y = 5.1 3.1 2.2 1.7 1.4
R23 = 0.497 a = 0.420
R35 = 2.355 b= 4.739
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RECIPROCAL OF A HYPERBOLA

General Equation:

This equation is the reciprocal of a hyperbola. The following formulas
will estimate the coefficients of the equation that best fits the data when
three or more points are given. Neither x nor y can be equal to zero (any
small number may be substituted for y when they are).

R21

R22

n

2 1/x,
i

R23

R24

> 1/x2
i

z 1/yi

R25

R26

]

2
= 1/yi

z 1/(x;*y,)

where x and y are the values associated with each data point and n is the
coefficients of the best fit curve are computed

total number of points.

as follows:

R21*R23 - (R22)?

._.30._

(R23*R24 — R22*R26)/ROS5

(R21*R26 - R22*R24)/RO5



The coefficients of the best fit curve are:

a = R11

b = R12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R24 + R12*R26 - (R24)2/R21
R25 - (R24)2/R21

RR

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RRcorrected =1 (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R21 = 5.000 R26 = 0.656
R22 = 2.283 ROS5 = 2.104
R23 = 1.464 a = 0.120
R24 = 1.195 b = 0.262
R25 = 0.320 RR = 0.830
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General Equation:

COMBINED LINEAR AND HYPERBOLIC

y=

a + bx + ¢c/x

This equation combines a straight line with a hyperbola and is especially
useful for fitting many curves when the underlying phenomena is not well
The following formulas will estimate the coefficients of such a

defined.

curve when four or more points are given.

small number may be substituted for x when it is).

R16

R17

R18

X must not be equal to zero (any
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T x2 R20 = X x, *y,. R23 = X 1/x2
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z v, R21 = n R35 = Z yi/x:.l

where x and y are the values associated with each data point and n is the

total number of points.

to obtain the coefficients of the equation:

ROS

RO6

RO7

R17*R21 - (R16)2
R21*R35 — R18*R22

(R21)2 - R16*R22

RO8

RO9

_32_

The following terms must now be calculated in order

R20*R21 - R16*R18

R21*R23 - (R22)2



R13 = (RO5*R06 — RO7*R08)/(RO5*R09 — RO72)
R12 = (RO8 — RO7*R13)/ROS5
R11 = (R18 - R12*R16 - R13*R22)/R21

The coefficients of the best fit curve are:

a = Rll
b = R12
¢ = R13

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11#*R18 + R12*R20_+ R13*R35 - (R18)2/R21
R19 - (R18)2/R21

RR

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 — 1)

RRcorrected =1 (R21 - 3)
Example:
X = 5 10 15 20 25
Y = 21 12 15 21 28
R16 = 75.000 RO5 = 1,250.000
R17 = 1,375.000 RO6 = -1.447
R18 = 97.000 RO7 = -9.250
R19 = 2,035.000 RO8 = 575.000
R20 = 1,570.000 RO9 = 0.084
R21 = 5.000 a = -23.628
R22 = 0.457 b = 1.781
R23 = 0.0585 c = 178.559
R35 = 8.570 RR = 1.000
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SECOND ORDER HYPERBOLA

General Equation: y =a+b/x + c/x?

This is a second degree polynomial where 1/x has been substituted for x.
It is similar to the hyperbola but generally exhibits a steeper descent along
the y-axis. The following formulas will estimate the coefficients of such a
curve when four or more points are given. X must not be equal to zero (any
small number may be substituted for x when it is).
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18 Y R22 z 1/x:,l R38 z yi/xi
R19 = Zy; R23 = El/x; R41 = X llxi
R21 = n R35 = Eyi/xi R44 = 1/x;

where x and y are the values associated with each data point and n is the
total number of points. The following terms must now be calculated in order
to obtain the coefficients of the equation:

RO5 = R21*R23 - (R22)2 RO8 = R21*R35 - R18*%*R22
RO6 = R21*R38 - R18*R23 RO9 = R21*R44 - (R23)2
RO7 = R21*R41 - R22*R23
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R13 = (RO5*R06 — RO7*R08)/(RO5%*R09 — RO72)
R12 = (RO8 — RO7*R13)/ROS5
R11 = (R18 - R12*R22 - R13*R23)/R21

The coefficients of the best fit curve are:

a = Rl11
b = R12
¢ = R13

The goodness of fit (coefficient of determination) is calculated from the
following expression:

R11*R18 + R12*R35 + R13*R38 - (R18)2/R21
R19 - (R18)2/R21

RR =

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

(1 - RR)*(R21 - 1)

corrected 1- (R21 - 3)
Example:
X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R18 = 23.700 ROS = 2.104
R19 = 125.890 RO6 = -10.848
R21 = 5.000 RO7 = 2.586
R22 = 2.283 RO8 = -9.873
R23 = 1.464 RO9 = 3.260
R35 = 8.848 a = 11.153
R38 = 4.768 b = -24.238
R41 = 1.186 c = 15.904
R44 = 1.080 RR = 0.986



PARABOLA

General Equation: y = a + bx + cx2?

The parabolic equation belongs to a family of curves known as polynomials.
This particular equation is a second degree polynomial with many applications
in the physical sciences, e.g., describing the motion of an object under the
influence of gravity or acceleration. The following formulas will estimate
the coefficients of such a curve when four or more points are given. X and y
may be positive, negative, or equal to zero.
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R18 = Z)yi R21 = n R43 = 2 x;

where x and y are the values associated with each data point and n is the
total number of points. The following terms must now be calculated in order
to obtain the coefficients of the equation:

RO5 = R17*R21 - (R16)2 RO8 = R20*R21 - R16*R18
RO6 = R21*R36 - R17*R18 R0O9 = R21*R43 - (R17)2
RO7 = R21%*R40 - R16*R17
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R13 = (RO5*R06 - RO7*R08)/(RO5*R09 — R0O72)
R12 = (RO8 — RO7*R13)/ROS5
R11 = (R18 — R12*R16 - R13*R17)/R21

The coefficients of the best fit curve are:

a = Ri1
b = R12
¢ = R13

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R18 + R12*R20 + R13*R36 - (R18)2/R21
R19 - (R18)2/R21

RR

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RRcorrected =1 (R21 - 3)
Example:
X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R16 = 15.000 RO5 = 50.000
R17 = 55.000 RO6 = 353.500
R18 = 23.700 RO7 = 300.000
R19 = 125.890 RO8 = 57.500
R20 = 82.600 RO9 = 1,870.000
R21 = 5.000 a = 2.140
R36 = 331.400 b = 0.421
R40 = 225.000 c = 0.121
R43 = 979.000 RR = 0.991



PARABOLA THROUGH THE ORIGIN

General Equation: y = ax + bx?

This equation represents a parabolic curve that is constrained to pass
through the origin., It is especially useful for estimating the relationship
between elapsed time and counter readings on tape recorders and video
recorders. The following formulas will estimate the coefficients of such a
curve when three or more points are given. X and y may be positive, negative,
or equal to zero.
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R17 = x2 R40 = x3

1 1

= * =
R20 xi yi R43 x;
= 2%

R36 x3%y,

where x and y are the values associated with each data point. The following
terms must now be calculated in order to obtain the coefficients of the
equation:

ROS = R17*R43 - (R40)2
R11 = (R20*R43 - R36*R40)/R0O5
R12 = (R17*R36 - R20*R40)/RO5
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The coefficients of the best fit curve are:

a = Ri1
b = R12
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 49 84 113 138 161
R17 = 55.00 R43 = 979.00
R20 = 1,913.00 RO5S = 3,220.00
R36 = 17,635.00 a = 48.12
R40 = 225.00 b = -3.26
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PARABOLA THROUGH A GIVEN POINT

General Equation: y = a + bx + cx3

This equation represents a parabolic curve that is constrained to pass
through the point h,k. The following formulas will estimate the coefficients
of such a curve when four or more points are given., Subtract h from each x
value and k from each y value when calculating the sums. X and y may be
positive, negative, or equal to zero.
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R17 = = (xi—h)z R40 = 3 (xi—h)3
R20 = % (x,-h)*(y,~k) R43 = T (x,-h)*
R36 =

> (yi—k)*(xi—h)2

where x and y are the values associated with each data point and h and k are
the coordinates of the given point. The following terms must now be
calculated in order to obtain the coefficients of the equation:

RO5 = R17*R43 - (R40)2
R11 = (R20*R43 — R36*R40)/R05
R12 = (R17*R36 — R20*R40)/ROS5
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The coefficients of the best fit parabola are:

k - (R11 - R12*h)*h

»
I

b = R11 - 2*h*R12
c = Ri12
Example:
X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2

Find the best fitting parabola through the point (4.5,6.5).

R17 = 21.250 RO5 = 300.625
R20 = 24.700 R11 = 1.516
R36 = -70.200 a = 2.139
R40 = -61.875 b = 0.422
R43 = 194.313 c = 0.122
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General Equation: y = a

This equation is commonly referred to as the learning curve.

POWER

It describes

trends which are geometric in nature and is often applied when y increases at

a much faster (geometric) rate than x.

The following formulas will estimate

the coefficients of a power curve that best fits the data when three or more

points are given,

X and y must be positive numbers greater than zero.
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R21 = n R29 = Z (1n xi)z R31 = T (1n yi)z
R28 = 2 1n x, R30 = X 1In v R32 =  (1In xi*ln yi)

where x and y are the values associated with each data point and n is the
coefficients of the best fit curve are computed

total number of points. The
as follows:
ROS
R11

R12

R21*R29 - (R28)2
(R29*R30 — R28*R32)/ROS5

(R21*R32 - R28*R30)/ROS5
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The coefficients of the best fit power curve are:

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R32 - (R30)2/R21
R31 - (R30)2/R21

RR

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

corrected 1 (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R21 = 5.000 RO5S = 8.077
R28 = 4.787 R11 = 0.919
R29 = 6.200 a= 2.506
R30 = 7.468 b = 0.600
R31 = 11.789 RR = 0.917
R32 = 8.121
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General Equation:

MODIFIED POWER

This equation is a variation of the power curve.
which are geometric in nature and is applied when the ratio between successive

terms in a series is constant.

It also describes trends

The following formulas will estimate the

coefficients of a modified power curve that best fits the data when three or
more points are given,

R16

R17

2x2
i

. 3)
x\ﬁ‘m
,/”' b<1
———-P-.. —-q-‘—\—w
-
R21 = n R31 =
R30 = Z 1n vy R46 =

Y must be a positive number greater than zero.

Z (1n yi)z

*
z (xi in yi)

where x and y are the values associated with each data point and n is the
coefficients of the best fit curve are computed

total number of points.
as follows:

]

44 -

R17*R21 - (R16)2

(R17*R30 — R16*R46)/RO5

(R21*R46 — R16*R30)/ROS



The coefficients of the best fit curve are:

R11
a =e

b = oR12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R46 - (R30)2/R21
R31 - (R30)2/R21

RR

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RRcorrected =1 (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R16 = 15.000 RO5 = 50.000
R17 = 55.000 R11 = 0.743
R21 = 5.000 R12 = 0.250
R30 = 7.468 a = 2.103
R31 = 11.789 b = 1.284
R46 = 24.904 RR = 0.984
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General Equation:

y=ab

ROOT

This equation is a variation of the modified power curve.

root of a constant to the dependent variable y.

It fits the xth

The following formulas will

estimate the coefficients of this equation when three or more points are

given,

to zero (any small number may be substituted for x when it is).
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-~ a>ge
f_,ff""" b<1
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! / N,
'If' \-.\"H. a3 > @
f e b>1
- /I-‘ _\_‘_'—‘-—'—‘——x—-.__

/ , l

R21 = n R23 = 231/x; R31
R22 = % 1/xi R30 = T 1n Y R47

I

Y must be a positive number greater than zero and x must not be equal

T (1n yi)z

2 (1n yi)/xi

where x and y are the values associated with each data point and n is the
coefficients of the best curve are computed as

total number of points. The
follows:

ROS

R12

]

R21*R23 - (R22)?
(R23*R30 — R22*R47)/RO5

(R21*R47 - R22*R30)/ROS5
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The coefficients of the best fit curve are:

R11
a =ce

b = oR12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R47 - R(30)2/R21
R31 - R30%2/R21

RR

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RRcorrected =1 (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R21 = 5.000 ROS5 = 2.104
R22 = 2.283 R11 = 1.984
R23 = 1.464 R12 = -1.074
R30 = 7.468 a = 7.271
R31 = 11.789 b = 0.342
R47 = 2.958 RR = 0.763
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General Equation: y = ax

SUPER GEOMETRIC

This equation is similar to the power curve but changes much more rapidly.
The following formulas will estimate the coefficients of this curve when three
or more points are given., X and y must be positive numbers greater than zero.

T

R21 = n R31

R30

]

Z1n Y R48

2 (1n yi)2

2x.¥In x,
i i

R49

RS0

=3 (x.*1ln x.,)2
i i

= * *
z (xi in x, in yi)

where x and y are the values associated with each data point and n is the
coefficients of the best fit curve are computed

total number of points. The
as follows:

ROS
R11

R12

R21*R49 - (R48)2

(R30*R49 - R48*R50)/R0O5

(R21*R50 - R30*R48)/ROS5
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The coefficients of the best fit curve are:

The goodness of fit (coefficient of

following expression:

When RR is to be used for comparison with other regression curves,

R11
e

b = R12

RR

R31 - (R30)2/R21

_ R11*R30 + R12*R50 - (R30)2/R21

determination) is calculated from the

it

should be corrected to obtain an unbiased estimate for the coefficient of

determination.

=1

_ (1 - RR)*(R21 - 1)

corrected (R21 - 2)
Example:
X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R21 = 5.000
R30 = 7.468
R31 = 11.789
R48 = 18.274
R49 = 108.291
R50 = 32.370

ROS =

R11

207.496
1.047
2.848
0.122
0.977



MODIFIED GEOMETRIC

b/x
b4
The

General Equation:

This equation is another variation of the modified power curve.

following formulas will estimate the coefficients of this curve when three or
X and y must be positive numbers greater than zero.

more points are given.
e
f l o
l" l b E1
F
]
|
|
|I| \
9 I| 'I
|l
| ",
'IH .-%“‘-\—_q__‘___— tl '::: E1
1 " 2 I 4 ]
=% (ln y,)2 R53 = £ [(1n x,)/x.]2
i i i
= *
R58 = Z (1n x, in yi)/xi

R21 = n R31 =
R45 = X (1n xi)/xi

R30 = Z 1n y;
where x and y are the values associated with each data point and n is the
The coefficients of the best fit curve are computed

total number of points.
as follows:

RO5 = R21*R53 - (R45)2
(R30*R53 - R45*R58)/ROS5

R11 =
R12 = (R21*R58 - R30*R45)/ROS5
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The coefficients of the best fit curve are:

_ R11
a = ¢

b = R12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R58 - (R30)2/R21
R31 - (R30)2/R21

RR

When RR is to be used for comparison with other regressiomn curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

=1

corrected (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0

Y = 2.8 3.2 4.6 5.9 7.2

R21 = 5.000 RO5 = 0.482
R30 = 7.468 R11 = 1.065
R31 = 11.789 a= 2.900
R45 = 1.381 b = 1.552
R53 = 0.478 RR = 0.365
R58 = 2.213
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EXPONENTIAL

General Equation: y = a e

This equation is used to model many natural phenomena including: chance or
random failures, the time between failures in systems with many independent
components, radial errors in centering, the distribution of lifetimes, and
radioactive decay. It is essentially the same as the modified power curve.
The following formulas will estimate the coefficients of an exponential curve
that best fits the data when three or more points are given. Y must be a
positive number greater than zero.
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R16 = Exi R21 = n R31 = £ (1n yi)z
= 2 = X = *
R17 z x? R30 in Y R46 z (xi in yi)

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best fit curve are computed
as follows:

RO5 = R17*R21 - (R16)?
R11 = (R17*R30 - R16*R46)/R05
R12 = (R21*R46 - R16*R30)/R0O5
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The coefficients of the best fit exponential curve are:

R11
e
b = R12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R46 - (R30)2/R21

RR R31 - (R30)2/R21

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

(1 - RR)*(R21 - 1)

RRcorrected =1- (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R16 = 15.000 RO5 = 50.000
R17 = 55.000 R11 = 0.743
R21 = 5.000 a = 2.103
R30 = 7.468 b = 0.250
R31 = 11.789 RR = 0.984
R46 = 24.904



MODIFIED EXPONENTIAL

General Equation: y =ae

This equation is a variation of the exponential curve and is essentially
the same as the root curve. The following formulas will estimate the
coefficients of this equation when three or more points are given. Y must be
a positive number greater than zero and x must not be equal to zero (any small
number may be substituted for x when it is).
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R21 = n R23 = X l/x; R31 = ¥ (1n yi)z
R22 = El/xi R30 = T 1n Y R47 = T (1n yi)/xi

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best curve are computed as
follows:

RO5 = R21*R23 - (R22)2

R11 = (R23*R30 — R22*R47)/RO5

R12 = (R21*R47 - R22*R30)/RO5
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The coefficients of the best fit curve are:

R11
a =e

b = R12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R47 - (R30)2/R21
R31 - (R30)2/R21

RR

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

;- 1 -RR)*(R21 - 1)

RRcorrected = (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R21 = 5.000 RO5 = 2.104
R22 = 2.283 R11 = 1.984
R23 = 1.464 a = 7.271
R30 = 7.468 b= -1.074
R31 = 11.789 RR = 0.763
R47 = 2.958
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POISSON
General Equation: y = ab™/x!

The Poisson distribution is commonly used to describe the space or time
distribution of random events, e.g., the probability of exactly x arrivals in
a given period of time. The following formulas will estimate the coefficients
of this curve when three or more points are given. Y must be a positive
number greater than zero and x must be a positive integer.

h
5
i N
\
\\-\_
" - It q-_‘_“=-+
R16 = I x. R21 = n R33 = Ix.*In(x.!)
i i i
= z = =
R17 z x3 R27 z ln(xil) R46 z (xi*ln yi)
R30 = X 1n y;

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best fit curve are computed
as follows:

RO5 = R17*R21 - (R16)2

RO6 = R27 + R30

RO7 = R33 + R46

R11 = (RO6*R17 — RO7*R16)/ROS
R12 = (RO7*R21 - RO6*R16)/ROS5
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The coefficients of the best fit

curve are:

R11
= e
R12
= e
Example:
X = 0 1 2 3 4
Y = 1.000 0.800 0.320 0.085 0.017
R16 = 10.000 RO5S = 50.000
R17 = 30.000 R06 = -2.239
R21 = 5.000 RO7 = -6.722
R27 = 5.663 R11 = 0.001
R30 = -7.902 R12 = -0.224
R33 = 19.474 a 1.001
R46 = -26.195 b 0.799



LOGARITHMIC

General Equation: y = a + b*1ln x

This equation represents a logarithmic curve. It describes trends where y
increases at a much slower rate than x. The following formulas will estimate
the coefficients of a logarithmic curve that best fits the data when three or
more points are given. X must be a positive number greater than zero.
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R18 = 2 Y R21 = n R29 = X (1n xi)z
R19 = Z y?2 R28 = X 1n x, R51 = Zy.*1n x,
i i i i

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best fit curve are computed
as follows:

RO5 = R21*R29 - (R28)32
R11 = (R18*R29 — R28*R51)/ROS5
R12 = (R21*R51 - R18*R28)/R0O5
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The coefficients of the best fit logarithmic curve are:
a = R11

b = R12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R18 + R12#RS51 — (R18)2/R21
R19 - (R18)2/R21

RR

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RRcorrected =1 (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R18 = 23.700 R51 = 27.039
R19 = 125.890 ROS5 = 8.077
R21 = 5.000 a = 2.164
R28 = 4.787 b = 2.690
R29 = 6.200 RR = 0.863
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RECIPROCAL OF LOGARITHMIC

General Equation: y =

This equation is the reciprocal of the logarithmic curve. The following
formulas will estimate the coefficients of such a curve when three or more
points are given. X must be a positive number greater than zero. Y must not
be equal to zero.
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R21 = n R25 = 1/y; R29 = (1n xi)z
R24 = 1/yi R28 = 1n x, R52 = (1n xi)/yi

where x and y are the values associated with each data point and n is the
total number of points. The coefficients of the best fit curve are computed
as follows:

RO5 = R21*R29 - (R28)2
R11 = (R24*R29 - R28*R52)/RO5
R12 = (R21*R52 - R24*R28)/R05

_60_



The coefficients of the best fit curve are:
a = Ri11

b = R12

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R24 + R12*R52 - (R24)2/R21
R25 - (R24)2/R21

RR

When RR is to be used for comparison with other regression curves, it
should be corrected to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RRcorrected =1 (R21 - 2)
Example:

X = 1.0 2.0 3.0 4.0 5.0
Y = 2.8 3.2 4.6 5.9 7.2
R21 = 5.000 R52 = 0.914
R24 = 1.195 ROS5 = 8.077
R25 = 0.320 a = 0.376
R28 = 4.787 b = -0.143
R29 = 6.200 RR = 0.950
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LINEAR-EXPONENTIAL

General Equation: y = ax/b*

This equation is used to model many biological phenomena including dose

response and stimuli response times.

coefficients of this curve when three or more points are given.

The following formulas will estimate the
Both x and y

must be positive numbers greater than zero.
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R16 = X x, R21 = n R46 = = (xi*ln yi)
R17 = X x2 R28 = X 1n x, R48 = 3 (x,.*1n x,)
i i i i
R30 = X 1n v

where x and y are the values associated with each data point and n is the
coefficients of the best fit curve are computed

total number of points. The
as follows:
RO5 = R17*R21 - (R16)2
R0O6 = R30 - R28
RO7 = R48 — R46
R11 = (RO6*R17 + RO7*R16)/R0O5
R12 = (RO7*R21 + RO6*R16)/RO5
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The coefficients of the best fit

The goodness of fit (coefficient

following expression:

RR

When RR is to be used for comparison with other regression curves,

curve

are:

R11
e

R12
e

of determination) is calculated from the

_ R11*(R30 — R28) + R12*(R48 - R46) - (R30 - R28)2/R21

R29 + R31 - 2*R32 - (R30 - R28)2/R21

it

should be corrected to obtain an unbiased estimate for the coefficient of

determination.
_ _ (1 - RR)*(R21 - 1)
corrected (R21 - 2)
Example:
X = 1.0 2.0 3.0 4.0 5.0
Y = 0.667 0.889 0.889 0.790 0.658
R16 = 15.000 RO5 = 50.000
R17 = 55.000 R0O6 = -6.082
R21 = 5.000 RO7 = 22.303
R28 = 4.781 R11 = 0.001
R30 = -1.295 a = 1.001
R46 = -4.029 b 1.500
R48 = 18.274
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General Equation:

This is a generalized form of Hoerl’s equation.

HOERL FUNCTION

The following formulas

will estimate the coefficients of such a curve when four or more points are

given.

number may be substituted for 0).

R16

R17

R21

Both x and y must be positive numbers greater than zero (any small
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= ¥ x2 R29 = Z (1n xi)" R46 = in*ln Y
=n R30 = Z 1In y, R48 = ¥ x . #*1n x,
i i i
R31 = 2 (1n yi)’

where x and y are the values associated with

total number of points.

to obtain the coefficients of the equation:

ROS

RO6

RO7

R17*R21 - (R16)?2
R21*R32 - R28*R30

R21*R48 - R16*R28
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each data point and n is the

The following terms must now be calculated in order

RO8

R21*R46 — R16*R30

RO9 = R21*R29 - (R28)2



R13 = (RO5*R06 — RO7*R08)/(RO5*R09 - RO72)
R12 = (RO8 - RO7*R13)/RO5
R11 = (R30 - R12*R16 - R13*R28)/R21

The coefficients of the best fit curve are:

R11
a =¢e
b = eR12
¢ = R13

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R46 + R13*R32 - (R30)2/R21
R31 - (R30)2/R21

RR

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RRcorrected =1 (R21 - 3)
Example:

X = 1.0 2.0 3.0 4.0 5.0

Y = 2.8 3.2 4.6 5.9 7.2

R16 = 15.000 RO6 = 4.850
R17 = 55.000 RO7 = 19.560
R21 = 5.000 RO8 = 12.504
R28 = 4.787 RO9 = 8.077
R29 = 6.200 R11 = 0.723
R30 = 7.468 R12 = 0.288
R31 = 11.789 a = 2.060
R32 = 8.121 b = 1.333
R46 = 24.904 c -0.096
R48 = 18.274 RR = 0.985
ROS5 = 50.000
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MODIFIED HOERL FUNCTION

General Equation:

This is a modified form of Hoerl's equation. The following formulas will
estimate the coefficients of this equation when four or more points are given.
Both x and y must be positive numbers greater than zero (any small number may
be substituted for 0).
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R21 = n R28 = X 1n x, R32 = ¥ 1n xi*ln Y,
R22 = 2:1/1:i R29 = 3 (1n xi)z R45 = X (1n xi)/xi
R23 = Zl/x; R30 = T 1n ' R47 = Z (1n yi)/xi
R31 = X (1n yi)’-

where x and y are the values associated with each data point and n is the

total number of points. The following terms must now be calculated in order
to obtain the coefficients of the equation:

RO5 = R21*R23 - (R22)? RO8 = R21*R47 - R22*R30
RO6 = R21*R32 - R28*R30 RO9 = R21*R29 - (R28)2
RO7 = R21*R45 - R22*R28
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R13 = (RO5*R06 - RO7*R08)/(RO5*R09 - R072)
R12 = (RO8 — RO7*R13)/RO5
R11 = (R30 - R12*R22 - R13*R28)/R21

The coefficients of the best fit curve are:

R11
e

b = (K12

R13

(<]
I

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R47 + R13*R32 - (R30)2/R21
R31 - (R30)2/R21

RR

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

(1 - RR)*(R21 - 1)

RRcorrected =1- (R21 - 3)
Example:

X = 1.0 2.0 3.0 4.0 5.0

Y = 2.8 3.2 4.6 5.9 7.2

R21 = 5.000 RO6 = 4.850
R22 = 2.283 RO7 = -4.025
R23 = 1.464 RO8 = -2.259
R28 = 4.787 RO9 = 8.0717
R29 = 6.200 R11 = -0.576
R30 = 7.468 R12 = 1.600
R31 = 11.789 a = 0.562
R32 = 8.121 b = 4.954
R45 = 1.381 c = 1.398
R47 = 2.958 RR = 0.996
RO5 = 2.104
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NORMAL DISTRIBUTION

- 2
General Equation: vy =a e(x b)2/c

The normal or Gaussian distribution is often used to describe the expected
frequency of some characteristic in a large population, e.g., the height of
adult males. It applies to many natural and biological phenomena and is
particularly appropriate when the data results from numerous additive factors.
The following formulas will estimate the coefficients of this curve when four
or more points are given. Y must be a positive number greater than zero.
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R16 = 2 x, R30 = Z1n y, R43 = X x4
i i i
= 2 = 2 = *

R17 z x? R31 2 (1n yi) R46 z x, 1n Y
R21 = n R40 = Ex; R54 = = xi*ln Y

where x and y are the values associated with each data point and n is the
total number of points. The following terms must now be calculated in order
to obtain the coefficients of the equation:

ROS5

RO6

RO7

n

R17*R21 - (R16)2
R21*R54 - R17*R30

R21*R40 - R16*R17

RO8

RO9
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R21*R46 - R16*R30

R21*R43 - (R17)2



R13 = (RO5*R06 — RO7*R08)/(RO5*R09 - RO72)
R12 = (RO8 — RO7*R13)/RO5
R11 = (R30 — R12*R16 — R13*R17)/R21

The coefficients of the best fit curve are:
o [R11 - (R12)2/(4*R13)]

b = —(R12)/(2*R13)

¢ = 1/R13

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R46 + R13*R54 - (R30)%/R21
R31 - (R30)2/R21

RR

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

(1 - RR)*(R21 - 1)

RRcorrected =1- (R21 - 3)
Example:

X = 1.0 2.0 3.0 4.0 5.0

Y = 0.9 3.7 4.7 1.8 0.2

R16 = 15.000 RO7 = 300.000
R17 = 55.000 RO8 = -18.644
R21 = 5.000 RO9 = 1,870.000
R30 = 1.729 R11 = -2.746
R31 = 7.054 R12 = 3.236
R40 = 225.000 R13 = -0.601
R43 = 979.000 a = 4.986
R46 = 1.458 b = 2.690
R54 = -11.775 c -1.663
ROS5 = 50.000 RR 1.000
RO6 = -153.965
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LOG-NORMAL DISTRIBUTION

- 2
General Equation: y=a e(b 1n x)2%/c

The log-normal distribution is often used when the range of data spans
several orders of magnitude. It is frequently applied in economics, biology,
and the physical sciences when the data results from numerous multiplicative
factors. The following formulas will estimate the coefficients of this curve
when four or more points are given. Both x and y must be positive numbers
greater than zero.

L3 —
I l||I. J -‘ o, .\-
_1" -,
| M"\
! .,
3 |ll R 3
|l ..."\,
E S
I‘ "-.,_\
S .. C4B
{ e
L f ﬁ\“&ﬁu
||'I, et' |
.e'J'] 1 ] A 1 1
R21 = n R30 = Z 1n v R55 = X (1n xi)3
R28 = X 1n x, R31 = Z (1n yi)z R56 = Z (1n xi)‘
R29 = T (1n xi)z R32 = Z 1n xi*ln Y R57 = Z (1n xi)z*ln v

where x and y are the values associated with each data point and n is the
total number of points. The following terms must now be calculated in order
to obtain the coefficients of the equation:

RO5 = R21*R29 - (R28)? RO8 = R21*R32 - R28*R30
RO6 = R21*R57 - R29*R30 RO9 = R21*R56 — (R29)?2
RO7 = R21*R55 - R28*R29
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£
n

(RO5*R06 — RO7*RO8)/(RO5*R09 — RO72)

£
Il

(RO8 — RO7*R13)/RO5

R11 = (R30 - R12*R28 - R13*R29)/R21
The coefficients of the best fit curve are:

_ e[R11 - (R12)2/(4*R13)]

o
I

—(R12)/(2#*R13)

1/R13

©
I

The goodness of fit (coefficient of determination) is calculated from the
following expression:

R11*R30 + R12*R32 + R13*R57 - (R30)2/R21
R31 - (R30)2/R21

RR:

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

_ .- -RR)*(R21 - 1)

RRcorrected - (R21 - 3)
Example:

X = 100 200 300 400 500

Y = 330 300 270 240 220

R21 = 5.000 RO7 = 87.176
R28 = 27.813 RO8 = -2.020
R29 = 156.332 R09 = 942.656
R30 = 27.976 R11 = 3.268
R31 = 156.634 R12 = 1.145
R32 = 155.215 R13 = -0.129
R55 = 887.058 a = 331.304
R56 = 5,076.463 b = 4.429
R57 = 870.288 c = -7.7317
ROS5 = 8.077 RR = 0.999
RO6 = -22.034
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General Equation: a

y=

X

BETA DISTRIBUTION

b (1 - x)c

The beta distribution is sometimes encountered in statistics when the
independent variable ranges between zero and one.
estimate the coefficients of this equation when four or more points are given.
X must be between zero and one and y must be a positive number greater than
zero (any small number may be substituted for 0).

The following formulas will
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R21 = n R30 = X 1n Y
R28 = Z 1n x, R31 = 2 (1n yi)z
R29 = 2 (1n x_)2 R32 = Z 1n x.*1ln y,
i i i
R59 =

2 In(1-x.)
i

R60 = X [ln(l-xi)]2
R61 = X 1n x *1n(1-x.)

i i
R62 =

Z1n yi*ln(l—xi)

where x and y are the values associated with each data point and n is the

total number of points.

to obtain the coefficients of the equation:

RO5 = R21*R29 - (R28)2
RO6 = R21*R62 — R30*R59
RO7 = R21*R61 — R28*R59
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RO8

ROY9

The following terms must now be calculated in order

R21*R32 - R28*R30

R21*R60 - (R59)2



R13 = (RO5*R06 — RO7*R08)/(RO5*R09 — RO72)
R12 = (RO8 - RO7*R13)/R0O5
R11 = (R30 - R12*R28 - R13*R59)/R21

The coefficients of the best fit curve are:

R11
a =e
b = R12
¢ = R13

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R30 + R12*R32 + R13*R62 - (R30)2/R21
R31 - (R30)2/R21

RR

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

(1 - RR)*(R21 - 1)

RRcorrected =1- (R21 - 3)
Example:

X = 0.1 0.2 0.3 0.4 0.5

Y = 1.0 1.6 2.2 2.6 3.1

R21 = 5.000 ROS = 8.077
R28 = -6.725 R0O6 = -1.972
R29 = 10.662 RO7 = -2.807
R30 = 3.345 RO8 = 5.672
R31 = 3.036 RO9 = 1.079
R32 = -3.365 R11 = 1.603
R59 = -1.889 a = 4.968
R60 = 0.930 b = 0.698
R61 = 1.980 c = -0.012
R62 = -1.658 RR = 0.999
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GAMMA DISTRIBUTION

General Equation: y = a (x/b)° exlb

The gamma distribution is commonly used in statistics to describe the sum
of several identical exponential distributions. It is essentially the same as
the Hoerl function. The following formulas will estimate the coefficients of
such a curve when four or more points are given. Both x and y must be
positive numbers greater than zero (any small number may be substituted for
0).
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R16 = X, R28 = In x R32 = In x *1n y,
i i i i
R17 = x2 R29 = (1In x,)2 R46 = x . *1n y,.
i i i i
R21 = n R30 = In y,. R48 = x.*¥1ln x,
i i i
R31 = (1n yi)2

where x and y are the values associated with each data point and n is the
total number of points. The following terms must now be calculated in order
to obtain the coefficients of the equation:

RO5 = R17*R21 - (R16)2 RO8 = R21*R46 — R16*R30
RO6 = R21*R32 - R28*R30 RO9 = R21*R29 - (R28)2
RO7 = R21*R48 — R16*R28
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R13 = (RO5*R06 — RO7*R0O8)/(ROS*R09 - RO72)
R12 = (RO8 — RO7*R13)/RO5
R11 = (R30 - R12*R16 — R13*R28)/R21

The coefficients of the best fit curve are:

_  [R11 + R13%1n(1/R12)]

o
I

1/R12

¢ = R13

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11#R30 + R12*R46 + R13*R32 - (R30)2/R21
R31 - (R30)2/R21

RR

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

(1 - RR)*(R21 — 1)

RRcorrected =1- (R21 - 3)
Example:

X = 1.0 2.0 3.0 4.0 5.0

Y = 2.8 3.2 4.6 5.9 7.2

R16 = 15.000 RO6 = 4.850
R17 = 55.000 RO7 = 19.560
R21 = 5.000 RO8 = 12.504
R28 = 4.787 RO9 = 8.0717
R29 = 6.200 R11 = 0.723
R30 = 7.468 R12 = 0.288
R31 = 11.789 a = 1.826
R32 = 8.121 b = 3.475
R46 = 24.904 c = -0.096
R48 = 18.274 RR = 0.985
ROS = 50.000



CAUCHY DISTRIBUTION

1
General Equation: y =
a(x+b)2 + ¢

The cauchy distribution is sometimes used in statistics to describe
distributions that have a mean but no standard deviation. The following
formulas will estimate the coefficients of this curve when four or more points
are given. Y must not be equal to zero (any small number may be substituted
for y when it is).
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R16 z x, R24 z 1/yi R37 Exi/yi
R17 = 2 x; R25 = 2 llyi R40 = E)xi
R21 = n R34 = Z x./y. R43 = ¥ x4
i1 i

where x and y are the values associated with each data point and n is the
total number of points. The following terms must now be calculated in order
to obtain the coefficients of the equation:

RO5 = R17*R21 - (R16)?2 RO8 = R21*R34 - R16*R24
RO6 = R21*R37 - R17*R24 R0O9 = R21*R43 - (R17)2
RO7 = R21*R40 - R16*R17
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R13 (RO5*R06 — RO7*R08)/(RO5*R09 - R0O72)

R12 (RO8 — RO7*R13)/RO5

I

R11 = (R24 - R12*R16 - R13*R17)/R21

The coefficients of the best fit curve are:

a = R13

(=
I

R12/(2*R13)

R11 - [(R12)2/(4*R13)]

o
I

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R24 + R12*R34 + RI3*R37 - (R24)2/R21
R25 - (R24)2/R21

RR

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RRcorrected =1 (R21 - 3)
Example:

X = 1.0 2.0 3.0 4.0 5.0

Y= 2.8 3.2 4.6 5.9 7.2

R16 = 15.000 RO6 = -17.009
R17 = 55.000 RO7 = 300.000
R21 = 5.000 RO8 = -2.898
R24 = 1.195 RO9 = 1,870.000
R25 = 0.320 R11 = 0.451
R34 = 3.007 R12 = -0.090
R37 = 9.748 a = 0.005
R40 = 225.000 b -8.388
R43 = 979.000 c 0.072
RO5 = 50.000 RR 0.980
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MULTIPLE LINEAR REGRESSION

TWO INDEPENDENT VARIABLES

General Equation: z = a + bx + cy

This equation can be used to fit
independent variables. The following
of such an equation when four or more
positive, negative, or equal to zero.

R16 = X, R19 =
R17 = x? R20 =
RI8 =y, R21 =

R63 =

where x, y and z are the values assoc
total number of points. The followin
to obtain the coefficients of the equ

RO5 = R17*R21 - (R16)?2
RO6 = R21*R66 — R18*R63
RO9 = R19
R13 = (RO5*R06
R12 = (RO8 - RO
R11 = (R63 - R1

The coefficients of the best fit

any linear equation involving two
formulas will estimate the coefficients
points are given. X, y and z may be

yi R64 = z?
x, ¥y, R65 = x.¥%z
i’i i“i
= *
n R66 yi*z,
z

iated with each data point and n is the
g terms must now be calculated in order
ation:

RO7 R20*R21 - R16*R18

RO8 = R21*R65 - R16*R63

*R21 - (R18)?2

- RO7*R08)/(RO5*R09 — RO72)
7*R13) /RO5

2*R16 - R13*R18)/R21

curve are:

R11

R13
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The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R63 + R12#R65 + R13*R66 — (R63)2/R21

RR R64 - (R63)32/R21

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

_ (1 - RR)*(R21 - 1)

RRcorrected =1 (R21 - 3)
Example:

X = 1.1 2.3 3.2 4.5 5.1

Y = 1.7 3.0 5.2 7.1 9.2

Y = 2.8 4.6 3.8 4.9 3.3

R16 = 16.200 ROS5 = 52.560
R17 = 63.000 RO6 = 9.070
R18 = 26.200 RO7 = 96.960
R19 = 173.980 RO8 = 9.220
R20 = 104.280 RO9 = 183.460
R21 = 5.000 a = 2.038
R63 = 19.400 b = 3.364
R64 = 78.340 c = -1.728
R65 = 64.700 RR = 1.000
R66 = 103.470
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MULTIPLE LINEAR REGRESSION

THREE INDEPENDENT VARIABLES

General Equation: t =a+ bx + cy + dz

This regression can be used to fit any linear equation involving three

independent variables. The following formulas will estimate the coefficients
of such an equation when five or more points are given. X, y, z and t may be
positive, negative, or equal to zero.

R16 = X x, R21 = n R67 = = ti
R17 = ¥ x2 R63 = T z, R68 = X t2
i i i
R18 = X y, R64 = % z2 R69 = Z x. *t.
i i i i
R19 = Z y2 R65 = X x. %z, R70 = X y.*t.
i i “i i i
R20 = 2 x . *y, R66 = Z y.*z, R71 = X z . *t,
i’i i i i i

where x, y, z and t are the values associated with each data point and n is
the total number of points. The following terms must now be calculated in
order to obtain the coefficients of the equation:

R81

R82

R83

R84

R85

R86

R87

R88

R89

(R202 — R17*R19)*R63 + (R17*R66 — R20*R65)*R18 + (R19*R65 - R20*R66)*R16
(R20*R21 - R16*R18)*R66 + (R16*R19 — R18*R20)*R63 + (R182 — R19%R21)*R65
(R17*R63 — R16*R65)*R18 + (R21*R65 - R16*R63)*R20 + (R162 — R17*R21)*R66

R17*R21

R162

R19*R84 + 2*(R16*R18*R20) - (R21*R20%) - (R17*R182)

R21*R69 — R16*R67
R20*R21 - R16*R18

R21*R65

R16*R63

(R21*R70 - R18%*R67)*R84 — (R86*R87)

_80_



_ (R67*R81 + R69*R82 + R70*R83 + R71*R85)

R14 = (R63*R81 + R65*%R82 + R66*R83 + RG64*R85)
R13 - L(R18*R63 - R21*R66)*R84 + (RBT*R8S)]*R14 + R8I
(R19*%*R21 - R182)*R84 - (R87)2
_ R86 — R13*R87 - R14*R88
R12 = R84
R11 - R67 = R12*R16 - RI3*R18 - R14*R63

R21

The coefficients of the best fit curve are:

a = Rl1
b = R12
¢ = R13
d = R14

The goodness of fit (coefficient of determination) is calculated from the
following expression:

_ R11*R67 + R12*R69 + R13*R70 + R14*R71 - (R67)2/R21
R68 - (R67)2/R21

RR

When RR is to used for comparison with other regression curves, it should
be corrected as follows to obtain an unbiased estimate for the coefficient of
determination.

. _ (1 - RR)*(R21 - 1)
RRcorrected =1 (R21 - 4)
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Example:

X = 1.0 2.0 3.0 4.0 5.0 6.0

Y = 2.8 3.2 4.6 5.8 7.2 8.4

zZ = 4.8 2.6 9.4 6.4 2.4 8.0

T = 4.0 2.5 8.8 5.4 1.1 6.8

R16 = 21.000 R81 = -153.768
R17 = 91.000 R82 = -0.976
R18 = 32.000 R83 = -10.680
R19 = 195.280 R84 = 105.000
R20 = 132.600 R85 = 38.240
R21 = 6.000 R86 = 19.200
R63 = 33.600 R87 = 123.600
R64 = 228.880 R88 = 37.200
R65 = 123.800 R89 = -163.920
R66 = 186.600 a = 0.941
R67 = 28.600 b 0.998
R68 = 176.300 c -0.996
R69 = 103.300 d = 1.008
R70 = 156.040 RR 0.998

R71 = 200.020

- 82 -



GENERALIZED 2ND ORDER POLYNOMIAL

General Equation: y = ax + bx

This is a generalized second order polynomial where r and s must both be
specified to use the regression., When r equals zero and s equals onmne, it
reduces to a straight line equation. When r and s have values other than
zero, the curve will pass through the origin. The following formulas will
estimate the coefficients of such an equation when three or more points are
given. Y may be positive, negative, or equal to zero. If either r or s is
negative, x must not be equal to zero. If either r or s is non—integer, x
must be positive.
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R18 = 3y, R72 = 3 2% R78 = Ty *x
1 1 1
R19 = 3 y° R73 = T x2S R79 = Ty, *x°
1 1 1 1

R21 = n R75 = = x;+s

where x and y are the values associated with each data point and n is the
total number of points. The following terms must now be calculated in order
to obtain the coefficients of the equation:
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R12 = (R72*R79 - R75*R78)/(R72*R73 - R752)

R11 = (R78 - R12*R75)/R72

The coefficients of the best fit curve are:

a = Ri1
b = R12
Example:
X = 1.0 2.0 3.0 4.0 5.0
Y = 1.0 0.9 0.5 0.3 0.2
Given that r = -2 and s = -3, find the coefficients of the best fitting
curve.
r= -2.,000 R73 = 1.017
s = -3.000 R75 = 1.037
R18 = 2.900 R78 = 1.307
R19 = 2.190 R79 = 1.137
R21 = 5.000 a = 6.191
R72 = 1.080 b = -5.191
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GENERALIZED 3RD ORDER POLYNOMIAL

General Equation: + bx® + cxt

This is a generalized third order polynomial where the values of r, s and
t must be specified to use the regression. When r equals zero, s equals one,
and t equals 2, it reduces to a parabola. When r, s and t have values other
than zero, the curve will pass through the origin. The following formulas
will estimate the coefficients of such an equation when four or more points
are given. Y may be positive, negative, or equal to zero. If r, s or t is
negative, x must not be equal to zero. If r, s or t is non—integer, x must be

positive.
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RIS = T y, R73 = ¥ x2S R77 = zx°*t
1 1 1
R19 = % y> R74 = 5 x>t R78 = Ty, *x"
1 1 1 1
+
R21 = n R75 = 2 x°°° R79 = Zy.%x°
1 1 1
R72 = T x2¥ R76 = T x 't R8O = Ty, *x.
1 1 1 1

where x and y are the values associated with each data point and n is the
total number of points. The following terms must now be calculated in order
to obtain the coefficients of the equation:
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R81

R82

(R72*R73*R80) + (R75*R76*R79) + (R75*R77*R78) — R80*(R75)?
- (R73*R76*R78) — (R72*R77*R79)

(R72*R73*R74) + 2*(R75*R76*R77) — R74*(R75)2 - R73(R76)2 — R72*(R77)2

R13 = (R81/R82)

R12 = (R75*R76 — R72*R77)*R13 + R72*R79 — R75*R78
R72*R73 - (R75)2

R11 = (R78 — R12*R75 — R13*R76)/R72

The coefficients of the best fit curve are:

a = Ri1
b = R12
¢ = R13
Example:
X = 1.0 2.0 3.0 4.0 5.0
Y = 0.5 1.4 2.8 4.6 6.6
Given that the exponents of x are: r =0.2, s =0.8, and t = 1.

calculate the coefficients of the best fitting curve.

by 0.200 R76 = 24.777

s = 0.800 R77 = 55.000

t = 1.200 R78 = 20.772
R18 = 15.900 R79 = 47.543
R19 = 74.770 R80 = 83.991
R21 = 5.000 R81 = 4.552
R72 = 7.516 R82 = 1.914
R73 = 32.153 a = 1.328
R74 = 95.694 b = -3.209
R75 = 15.000 c = 2.378
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CIRCLE

General Equation: r2 = (x — h)2 + (y - k)2

This is the general equation for a circle with a radius of r and center at
h,k. It is used in surveying to determine the best fit circle for points
which lie on an arc. The circle is best fit in the sense that the squared
deviation of the area is minimized. The following formulas will determine the
coordinates of a best fit circle when four or more points are given. X and y
may be positive, negative, or equal to zero.

R16 = Z x, R39 = X x_ *y2?
i i’i

R17 = X2 x2 R40 = X xi

R18 = 2 y; R21 = n R42 = X yi

R36 = Eyi*xi

where x and y are the values associated with each data point and n is the
total number of points.

RO5 = R20*R21 - R16*R18
RO6 = (R17 + R19)*R18 - (R36 + R42)*R21
RO7 = (R18)2 - R19*R21
RO8 = (R17 + R19)*R16 - (R39 + R40)*R21
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The solution is undefined whenever RO8 is equal to zero.

RO9

R10

]

(R16)2 - R17*R21

RO7#*R09 - (RO5)?2

parameters of the best fit circle are

(RO5*R06 + RO7*R08)/(2*R10)

(RO5*R08 + RO6*R09)/(2*R10)

Otherwise the

After the values of h and k have been determined, the radius of the circle
can be calculated as follows:

I=JR17+R19—2*

(h*R16 + k*R18) + (h2? + k2)*R21

R