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Welcome...
 

... to the HP-28C Step-by-Step Booklets. These books are designed to
help you get the most from your HP-28C calculator.

This booklet, Vectors and Matrices, provides examples and techniques for
solving problems on your HP-28C. A variety of matrix manipulations are
included, designed to familiarize you with the many functions built into
your HP-28C.

Before you try the examples in this book, you should be familiar with cer-
tain concepts from the owner’s documentation:

m The basics of your calculator — how to move from menu to menu, how
to exit graphics and edit modes, and how to use the menu to assign
values to, and solve for, user variables.

m Entering numbers and algebraic expressions into the calculator.

Please review the section "How To Use This Booklet." It contains impor-
tant information on the examples in this booklet.

For more information about the topics in the Vectors and Matrices book-
let, refer to a basic textbook on the subject. Many references are available
in university libraries and in technical and college bookstores. The exam-
ples in the booklet demonstrate approaches to solving certain problems,
but they do not cover the many ways to approach solutions to mathemati-
cal problems.

Our thanks to Brenda C. Bowman of Oregon State University for developing

the problems in this book.
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How To Use This Booklet
 

Please take a moment to familiarize yourself with the formats used in this
booklet.

Keys and Menu Selection
A box represents a key on the calculator keyboard:

In many cases, a box represents a shifted key on the HP-28C. In the
example problems, the shift key is NOT explicitly shown (for example,

requires the press of the shift key, followed by the ARRAYkey,
found above the "A" on the left keyboard).

The "Inverse" highlight represents a menu label:

=DRAWE= (found in the menu)
=I1SOLE (found in the menu)
ZABCDE (a user-created name, found in the [USER| menu)

 

Menustypically include more menu labels than can be displayed above the
six redefinable menu keys. Press and to roll through the
menu options. For simplicity, and are NOT shown in the
examples.
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Solving for a user variable within = SOLVR = isinitiated by the shift key, fol-
lowed by the appropriate user-defined menu key:

[JEABCD=.

The keys above indicate the shift key, followed by the user-defined key
labeled "ABCD". Pressing these keys initiates the Solver function to seek a
solution for "ABCD" in a specified equation.

The symbol indicates the cursor-menu key.

Interactive Plots and the Graphics Cursor
Coordinate values you obtain from plots using the and digitizing
keys may differ from those shown, due to small differences in the positions
of the graphics cursor. The values you obtain should be satisfactory for
the Solver root-finding that follows.

Display Formats and Numeric Input
Negative numbers, displayed as

-5
-12345.678
[[-1,-2,-3 [ -4,-5,-6 [ ...

are created using the key:

5 [cHs]
12345.678
[(1 [cHs] ,2 [CHS] , ...

The examples in this book typically specify a display format for the
number of decimal places. If your display is set such that numeric displays
do not match exactly, you can modify your display format with the
menu and the = FIX = key within that menu (e.g. 2EFIXE).
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General Matrix Operations
 

This section illustrates several basic matrix manipulations found in com-
mon matrix problems, including addition, matrix multiplication, deter-
minants, and so forth. Also included are several programs that demon-
strate operations on matrix minors and rank.

General Matrix Operations 9



 

Sum of Matrices

This exampleillustrates two methods for creating a matrix.

 

1 2 3 4

A=|5 6 7 8

9 10 11 12

2-3 0 1

B=10 4 -1 2

1 -3 2 -2

Compute4 +B.

4
2t
1:  

Key in the elements of matrix4 in row order form. Put each element on
the stack individually.
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NTER

Key in the dimensions {m, n } of matrix4. Remember to use a space to
separate the two numbers.
 

{3 4} [ENTER 35 %?

51 12
i {3473   
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Put the stack elements into the matrix.
 

 
e LFEITE
=—ARRY [ 918 11 12 1]

HERYIRRRYPUTGETFUTL|GETI|
 

Store the matrix in4 for the next problem section.

'A 3:
1:
>ARRYV[AEEYPUTGET FUTI GETI

 

  
Enter matrix B, using a space to separate the matrix elements. Note the
two different methods used to enter the elements of4 and B.
 

([2 -3 0 1[0 4 -1 2 1: ([ 2-301 1]

[l =32 =2 S 2%0,
>HERY[RERY2|FUTGETFUTIGETI  

Compute the sum A4 +B.

A [ENTER 1: (L 12341
[ 567 8 1]
[ 910 11 12 1]
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Matrix Multiplication

Compute the product of two matrices, The first matrix must have dimen-
sions k X m , the second matrix has dimensions m X n, and the product
has dimensions k x n. In this example, k =3, m =4, and n =2.

1 2 3 4

A=|5 6 7 8

910 11 12

-11
2 4

“1-23
54

Compute4 *D .

Enter the 3 X 4 matrix4 from the previous example.
 

 
 

 

 
 

 

A 1: [ 123 4 1
[ 567 8 1]
L 918 11 12 1]

>HERYV[RREY>]PUT |GET |FUTI |GETI |

Enter the 3 X2 matrix D .

[[-1 1[2 4[-2 3[5 4 1: [[ -1 1 ]
t 243,

EXAE(ARNiNA

Compute the product4 *D .

1t [[ 17 34 3
[ 33 82 1
[ 49 136 1]

EXANGNKAA  

12 Matrix Multiplication



 

Determinant of a Matrix

Solve for the determinant of an n X n matrix.

 

  

 

2 -31
A=l 0 52

-1 -23

Key in the 3 x 3 matrix.

1: [[ 2 -31_1]
[[2 -3 1[0 5 2[-1 -2 3 [ 852 ][ -1-231]

ARRAY SRRVRKRT3]PUTGETFUTLGETI]

Compute det(A4).

=DET= 3
2°
1: 49
CR035]DOTDETABS_|KNKM]CNEM    

The determinant is 49.

Determinant of a Matrix 13



 

Inverse of a Matrix

Compute the inverse of a square n X n matrix.

A=1245

Clear the stack and set the number display mode to two decimal places.

 

 

Key in the elements of the 3 x 3 matrix.

[[1 2 3[2 4 5[3 5 6

Compute41,

[1/x]

14 Inverse of a Matrix

 

 

3:

2
TF1x ]SSTTRao ]   
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-1.08 6.66E
 Bl rI
 



 

Transpose of a Matrix

Compute the transpose of anm xn matrix4. AT will be of dimension
nxm.

12

A=|(34

56

 

 

    

 

 

 

CLEAR 1121

ESé i
=STD= [ 5TJNEEESNlEENRAD ]
[[1 2[3 4[5 6

ComputeAT

aasy fitt13sa
=TRN= T E248 11

EEACEAREEECEETEEN  
AT is a 2 x 3 matrix.

Transpose of a Matrix 15



 

Conjugate of a Complex Matrix

Compute the conjugate conj(A4 ) of the complex matrix A4 .

1430
A=13 2-4

 

CLEAR 3

1
[SI2E|KOM|TEN]CON|TON|FSD| -

 

Key in the elements individually in row order form. Each pair represents
(real part, imaginary part). Note the commas in the keystrokes below may
be used alternately with spaces.
 

 

 

 

 

 

   
 

(1,3 3
2%
1: (1,3>
IIHIIMHIIEKIIEHHIIHIIEWI

(0,1 3
i: (8,13
EEATTTRL

(3,0 3: (1,3
28 (8,1)>
1: (3,8)
[SIZE|kDM|TEN|CON|ION| RSD

(2,-4 3: (@, 1)
28 (3,8
1: (2y-4)
Iflfllflflfillflflllfiflllflflllflfil

Key in the dimensions of the matrix.

(2 2) 3 (3,8)
28 (2,"4:‘

1: {222
SI2E|KDM|TEN|CON|IDN|RSD|  

16 Conjugate of a Complex Matrix



Place the stack elements in an array.
 

— [

ARRAY 2
== [[ ¢1,3) ¢B,1) 1
—ARRY [ ¢3185 ¢21-4>"1]

RREVIRREYS]PUTGETFUTI|GETI] 
 

Compute the conjugate.
 

= CONJ = 2
12 [[ (1,-3> (B,-1)> 1]

L (3,8> (2,4> 1]
k3CC*KkKEIMCONJNEG 
 

Conjugate of a Complex Matrix 17



 

Minor of a Matrix

The minor M;;is formed by removing row i and column j from matrix4,
then computing det (M,;). A program is written to perform this function
for anyn xn matrix.

Program ROW below is a subroutine used to remove a row or column
from a matrix.

 

Program Listing Explanation

SWAP Swap the matrix into level 1, then
ARRY— LIST— separate the matrix into individual

elements and its dimension.
DROP Drop the number of items in the list.
—nNm« Save the row and column

inn andm.

nDUPmMx2 + Compute offset to row (col) number
on stack.

ROLL — m x —LIST — list Place (n —i)*m elements into list.
« m DROPN Drop row i (col j) from stack.
list » LIST— Separate temporary list into

individual elements.

DROP Drop number oflist elements.
n1 - m2-LIST Reconstruct matrix with row (col)

removed.
—ARRY

Program MINOR utilizes the subroutine ROW to remove a row, and then
a column, from the matrix.

 

Program Listing Explanation

3 ROLLD Roll down the matrix and row .

ROW TRN Remove row i and transpose

for column removal.

SWAP ROW TRN Remove column j and
transpose back.

18 Minor of a Matrix



Key in the program ROW.
 

CLEAR 1:

 « SWAP ARRY— LIST—

DROP - n m « n DUP

mx 2 + ROLL - m x —-LIST

— list « m DROPN list »
LIST— DROP n 1 - m 2

SLIST —ARRY

 

 

   

Store the program ROW.

' ROW g:

21
1:

Key in the program MINOR.
 « 3 ROLLD ROW TRN SWAP

ROW TRN

n—
bl

’\
)u

?

€« 3 ROLLD_ROW TRN
SWAP ROW TRN »   

 

   

Store the program MINOR.

'"MINOR 4:
3:
2t
1:

Compute M43 of the following matrix.

2 -34 -4
6 52 -1

A=l1 03 -2
0 -53 -6

Enter the matrix.

 

[[2 -3 4 -4([6 5 2 -1[1 O1: [ 2 -3 4 -4_]

3 =20 -5 3 -6 [ 1$3311 1
[ B -53-6 1]   

Minor of a Matrix 19



Enter the row and column to be removed.
 

  

 

  

 

2 3 4:
3: [[L2-34-491 [ 6.
2t 2
1: 3

Compute Mo3,

=MINO = 1: [E % -3 —431

[ B -5-611]
LTIINN.

Compute the minor det (M,;).

ARRAY| =DET= g:

1: -18
[choss]ootDETHESJENKH]CNEM] 

 

  
The minor det(M) is —18.

20 Minor of a Matrix



 

Compute Rank

The dimension of the largest square submatrix whose determinantis non-
zero is called the rank of the matrix. The rank is the maximum number of
linearly independent row and column vectors.

Find the rank of matrix4 .

4 2 -1

A=10 5 -1

12 4 -1

Program MDET below is used to obtain the determinant of an arbitrary
matrix minor. This program uses the program MINORfrom the previous
problem section.

 

Program Listing Explanation

3 PICK Duplicate the matrix.
3 ROLLD MINOR Produce the matrix minor.
DET Compute the minor determinant.

Key in the program.
 

   

 

  
 

 

CLEAR 3:
2:
1: « 3 PICK_3 ROLLD

« 3 PICK 3 ROLLD MINOR DET =*
MINOR DET

Store the program in MDET.

'MDET 4:
3:
2:
1:

Key in the matrix.

[[4 2 -1[0 5 -1 2:

[12 -4 -1 [ENTER] g5l
[ 12 -4 -1 11   

Compute Rank 21



Make a copy of the matrix and compute the determinant to determine
whether the rank = n = 3.
  

[ENTER] [ARRAY| = DET i

 

3:
2: [[L42-11 [ @S5,
1: 969988888948

   
Det(A) is zero (approximately), so rank(A4 ) is not equal to 3.

 
Discard det(4).

DROP 2:
1: [L 4 2 -1 1

[ @5-11]
L 12 -4 -1 11    

Compute the minor for the 2 x 2 submatrices of4, until a minor is found

that is not equal to zero.

 

Compute det M;.

1 3 [ oS
= = 28 4 2 -1 1 "

[MOETJHINokol ||||  
Det( My, ) is equalto -9, so rank(A ) is equalto 2.

 

nYou may elect to purge programs = ROW =, = MDET = and = MINO = before
continuing to the next problem sections.
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Hermitian Matrices

Determine whether a matrix is Hermitian. A square matrix with real or
complex elements is Hermitian if the matrix is equal to its conjugate
transpose.

Determine whether the 4 X 4 matrix4 is Hermitian.

1 24 2 -3+

24i 3 i 3
A=l i a4 14

3i 3 1+4i 0

Put the elements of4 on the stack individually.
 

1
(2,-1

(2,‘

("3,=
M
N
W
p

 

1
1)
2

1>
 

2
(-3,1

 

(2,1
3
(0,1 =

M
W
b

 

(2,51
3

(B,1)
3
 

3 [ENTER]

 

2
(0,-1
4 =

M
W

pA

 

2
(B,'l)

4
(1,‘1)   

(1,-1

 

(3,-1
3
(1,1 [ENTER] —

M
N
W
H

 

(3,'1)

3
1,1

B   
O [ENTER]

Hermitian Matrices 23

 

 



Enter the dimensions of4 .

{4 4 [ENTER]
 

3
(1,1)

8
{447=

M
N
W
H

  
 

Place the elements into the matrix.
 

ARRAY 1: [
1oel b ¢1203 S50l

—ARRY [ (2, B Caym
HERVIAREYPUTGETFUTL]GETI]

N Q
=
R

N
N

N 1
@
l
s

b
~

M

 
 

You can view the entire matrix to check for correctness using |EDIT or

(VIEWL|

Make a copy of the matrix.

1= Cf
 

A
~

D
=
2
N

1, 2,-1) (2
2, 3, (8, i

[ (2, 8,-1>(4,A 1
l
-

 
 

Compute the conjugate transpose. Since A is complex, function TRN per-
forms both the transpose and the conjugation.
 

=TRNE= 1: CC
C

A Q
=
X

A
N

1, 25=1> (2,4,
2, 3 ) a’ ill

[ 2, B 1 (4,:--

EHITERTEETEFTEEEE

A 1
@
l >

)

 
 

Test conj(4T) andA for equivalency. If4 is Hermitian, conj(47) and4
will be equal, and = SAME = will return a true flag(1).
 

 

TEST| = SAME = :

: 8
ELTHTETELTEREECE
 

MatrixA is not Hermitian.

24 Hermitian Matrices



 

Systems of Linear Equations
 

One of the most frequent and fundamental applications of matrices arises
from the need to solve a system ofn linear equations in n unknowns.
The HP-28C can be used to find solutions to both non-homogeneous and
homogeneous systems of the form AX = B.

Systems of Linear Equations 25



 

Non-Homogeneous System

Solve a system of linear equations of the form AX = B.

X1 + Xo — 2X'3 + X4 + 3X5 =1

30(1 + sz - 4X3 - 3X4 - SX5 = 2

le - Xq + QX3 + ZX4 + st =3

Clear the stack and set the display mode to two decimal places.

 

 

 

3
2
1

  EECE( FIx |IESETTRAD )
 

Key in the coefficients of the system of equations.

[[11-21 3[3 2 -4
-8 [2 -1 2 2 5 [ENTER]

-3

Store matrix4 .

'A [sT0]

Key in the elements of B.

[[1[2[3 [ENTER]

Store matrix B..

'B [s10]

To solve for X, we use the method

_ATB

ATA
 

26 Non-Homogeneous System

 

   

 

1: [[ 1.09 1.80 -2.00 ..
[ 3.69 2.80 -4.060 ..
[ 2.80 -1.08 2.608 ..
O FIx 1SIRAD ]

3:
23
1:

 [Fri JIESEETRETEERao ) 

 

 

 

  

 

1: [[ 1.69 ]
[ 2.08 ]
[ 3.08 11
AFx 1IESETEERaD )

3:
2
1:

 B[ F1x JIESEIRka0 ]
 

 



 

1] — ) Z

l

 

Multiply by B.

B [x]

ComputeAT,

A [ENTER]

TRNi

 

Multiply by4 .

A [x]

DivideATB byATA.

=]

 

s ) b= = d ] c - o
]

.

i[a
a] = -
4

 

 

 
.00 3.6008 2.600 ]
.00 2.00 -1.680 1]
2.00 -4.00 2.00..

[SI2E|KOM|TEN|CON|ION|RS0| 

 

 

1: CC 13.@B]]

[ -4.00 ]
BRNRTT 

 
1: [[ 1.608 3.80 2.80 ]

[ 1.60 2.80 -1.008 1]
[ -2.080 -4.80 2.08..

 

 

  
 

 

EHATREETEBTN

1: ([ 1.09 3.68 2.80 1]
[ 1.0 2.80 -1.608 ]
[ -2.00 -4.00 2.00..

[SI2E]KoM|TEN|CON|TON|RSD_

1: [[ 14.680 5.60 -10.0..
[ 5.00 6.68 -12.00..
[ -18.60 -12.80

 

 

 

1: [C 1.12 ]
[ 1.24 ]
[ 6.89 1]

(312|ROM|TEN|CoN|TON|RSD] 

and can be used to display all of the elements. They are
x1=1.12,x5=1.24,x3=0.80,x,= —0.08, and x5=0.11.
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Homogeneous System

Solve a homogeneous system of linear equations of the formAX = 0.

Xy — 25+ 3x3 =0

2c; + o + x3 =0

3, — 4y + &3 =0

The program UT below takes a stack of vectors representing homogene-
ous simultaneous equations and transforms them to uppertriangular form.

 

Program Listing Explanation

DUP SIZE LIST— Save number of elements

DROP — s as s.

« §2 Forj = s (down) to 2,
transform the bottom j—1 vectors.

FORjsj - m=s-j+1
1+ - m

« 1j1 - Loop fori=1toj-1
FORii ROLL j PICK

m 1 —LIST DUP2 GET 4 PICK Transform the vectors.

ROT GET SWAP =+ x -
i ROLLD NEXT » —1 STEP »

Key in the program.
 

CLEAR 1:

  « DUP SIZE LIST—

DROP —- s « s 2

FOR j s j - 1 +

- m« 1 3Jj 1 -
FOR 1 i ROLL j PICK

m 1 —-LIST DUP2 GET

4 PICK ROT GET SWAP

+~ X = 1 ROLLD

NEXT » -1 STEP »
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Store the program in UT.
 

'UT

 =
M
n
o
W
p

  
Set the display mode to one decimalplace.
 

EE

 

3:

2:
BN Fx JIESETTRao ]   

Key in the coefficients.
 

[[1 -2 3[2 6 1[3 -4 8

  

1: [[ 1.8 -2.6 3.0_1]
[ 2.8 6.0 1.8 1
[ 3.6 -4.08 8.6 1]

NI FIxSTTRao ] 

Store the matrix inARR for a verification at the end of the problem.
 

'ARR

  

3:

et
BTNF1x (NSTSANR] 

Edit matrixARR to reduce to row echelon form.
 

USER

= ARR
 

 

 

1: ([ 1.9 -2.6 3.08_1
[ 2.8 6.0 1.0 1
[ 3.8 -4.8 8.8 11]

T3YIIB 

Use mode and the key to remove the outer brackets of the
arrayARR and place the rows into three independent row vectors. After
removing the left- and right-most braces,the edited rows are [ENTERd:
 

  

  
 

  

[ 1 -2 3] 3: [ 1,0 -2.8 3.0 ]
[ 2 6 1 ] 2: [ 2.8 6.0 1.9 ]

1: [ 3.6 -4.68 8.6 ]
[ 3 -4 8] ACTNNSISA

Now transform the matrix to upper triangular form.

SUT= 3: (1.8 -2.8 3.8 ]
28 [ 8.8 18.6 -5.9 ]

: ([ 6.0 9.8 9.8 1]
(fREUt||||
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The matrix is now in row echelon form, so the system of three
transformed equations is ready to be solved. The matrix represents the
system of linear equations

Xy — 2x2+3X3_

10¢, -

Drop the equation 0=0.

Enter the equation from row 2.

110xX2 - 5xX3=0

Solve the equation in terms ofx.

'X3

Isolate the term x.

S ISOL =
 

Collect terms.

= COLCT =

3

 

  

 

  

 

  

 

 

=0

=0

0=20

3:
28 [ 1.0 -2.8 3.0 ]
1: [ 8.9 18.8 -5.08 ]
LTBYI

3: [ 1.6 -2.8 3.8 1]
2t [ 0.0 10,8 -5.0 ]
1: 1 1p%X2-52X3=0"
LT3VRIAN

3: [ 8.8 10.8 -5.0 ]
%E T10%R2-S*XSXg'

(eJovr111I

3: [ 1.0 -2.8 3.0 1]
2: [ 6.0 18.8 -5.0 1
1: '10¥x2-3"
[TAVLE] IS0L|QUAD]SHOW[0BGETIERGET]   

 

 

[ 1.0 -2.8 3.0 1]
[ 8.9 18.8 -5.0 ]

'2xX2’
COLCT[EXFAN] SI2E |FORM JOBESUEJERSUE

=
M
W

< 

The solution is x3=2*x,. Remove row 2 to solve row 1.

DROP

30 Homogeneous System

 

 

3:
2:
1' [18-2@38]

 



Enter the equation for row 1, making the substitution for x.

'X1 - 2 x X2 + 6 x X2
[ENTER]

Solve for x;.

'X1 [ENTER]

Isolate the term.

SISOL=

Collect terms.

 

3:
28 [ 1.0 -2.8 3.0 ]
1: 'R1-2%X2+6%X2"

 [COLCT]ERFAN]SI2E[FORM[OESUEJERSUE 

 

[ 1,0 -2,0 3.0 _]
'R1-23k2+63x2]

 

M
W

 

 

(i1 FOEM (A0S
 

 

3:
2: [ 1.0 -2.8 3.0 1]
1: '-(6¥X2)+2%X2"
TAYLE] I50L [QUAD|SHOW [OEGET]EXGET  
 

 

  

= COLCT = 3:
28 [ 1.0 -2.8 3.8 ]
1: '-(4%KX2)'

The result isx; = —4*r,. A solutionisx; = —4,x, = 1,x3 = 2. Verify this
3 x 1 solution vectorX . Key in vector X .

[[-4[1[2
 

g 1]
iD BHE TCEEEET  

Put the coefficient matrixARR on the stack.

USER

= ARR
 

i i 

Swap the positions ofARR andX .

[SWAP]

 

 

1: [C 1.9 -2.08 3.06_1
[ 2.8 6.0 1.6 1
[ 3.9 -4.8 8.8 1]

TVIARR
 

 

 

1: [[ -4.8_1]
[ 1.8 1]
L 2.6 1]

LTBYHIBR
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MultiplyARR * X.

1:
 

O
®

Q
e
®

ie

 
ARR *X = 0. ThusX is a verified solution to the system.

Program UT will be used in a later problem section.

32 Homogeneous System



 

Iterative Refinement

Due to rounding errors, in some cases the numerically calculated solution
Z is not precisely the solution to the original system AX =B. In many
applications, Z may be an adequate solution. When additional accuracyis
desired, the computed solution Z can be improved by the method of itera-
tive refinement. This method uses the residual error associated with a
solution to modify the solution.

Solve the system oflinear equations 4X = B.

33 16 72
A=|-24 -10 -57

-8 -4 -17
0

B=\0
1

Clear the display and the set the standard display mode.
 3
[ sto JIGENESEETTENIRao ]   

Solve forAX =B and improve the accuracy byiterative refinement using
residual corrections. Key in the coefficient matrix.

[[33 16 72[-24 -10 =57 1: [[ 33 16 72 1

(-8 -4 -17 [ -24210-57.1
[ sTo JIGEENSTNN RaD ]

 

   
Store matrix4 .

'A [s10] 3
 

sTo JIGENISTKTRao ]   
Key in the constant matrix.
 

[[O[O[1 [ENTER] t: IC @]
[ 1 1]

[sTo )NEEHBEEENETERMTEERAD ]    
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Store matrix B.

'B [STO]

Compute Z =B /A .

B1 1

i > i

-]

 

  
1
[ 

 

 

 

 

 
1: [[ -31.9999999989 ]

[ 25.4999999991 ]
[ 8.99999999969 11

IIYAN  
Store the approximate 3 x 1 solution matrix Z .

'Z [s10]
 

 

3:

2
2esJour1| 

Compute the Residual Error Matrix R, where R = B — AZ. The func-

tion RSD calculates R using extended precision.

 
 

Store matrix R .

'R [sTO]
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1: [[ -31.,9999999989 1]
[ 25.4999999991 ]
[ 8.99999999969 11

 

 

 

INEECEEBID.

1: [[ .B80008008042_]C
[ -.80080800027 ]
[ -.80080000007 1]

 

 

KOM TENCONTONKSD 

 
3:
2:
1:

 3 IEIIII'I:I 



Find the actual errorE = |Z - X| =(B -AZ)/A =R /A.

X = the corrected solution.

 

 

1: [[ -1.89999999997E-..
[ 8.99999999977E-1..
[ 3.89999999992E-1..

k121B1a|ur|| 

 

 

1: [ =32 1
[ 25.9 1]
L 9 1]

Lh121&1w|ur|| 
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Vector Spaces
 

Vector spaces are widely used in mathematics, physics and engineering to

represent physical properties such as magnitude and direction within a
geometric system. Several important vector operations can be performed
easily using the built-in functions of the menu.

36 Vector Spaces



 

Basis

A basisis a set of n linearly independent vectors that span the vector
space V,, (R).

Determine whether the vectors X, X, and X5 form a basis that spans

V3(R).

X, =[1 12]
X,=[3 24]
Xg=[1-31]

Clear the stack and set the standard display mode.
 

3:
=STD= o

[ s7o JIGEEESETTN a0 ]    
Key in the three vectors as a 3 x 3 matrix A and make two copies.
 

[[1 1 2[3 2 4[1 -3 1 1: (L 1121
E ??341]]]

[sTo ]NEENBTISISkAD )    
Store matrix4 for the next problem section.
 

   

 

 
 

   

'A 3:
i:
[ sTo ]IGENESETNkao ]

Compute det(A4).

ARRAY 3:
= = 2:
=DET= 1: - 7. 0ERRRERARRS

CRosS]DOTDETAES|ENEM]CNRM)

Det(4) = —7. Thus4 is non-singular, and the three row vectors are
linearly independent and form a basis.
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Orthogonality

Two vectors are mutually orthogonal if their inner product equals zero.

Determine which of the vectors from the previous problem are mutually
orthogonal.
 

CLEAR

  

3:
'.i_’:

[CkosS]00TDETAES|KNKM]CNEM) 

Recall matrix4 to the stack.
 

A [ENTER] 1: (L1121
[ 324]
[1-31 1]

   
Use to remove the outer brackets of the array A and form three row
vectors. After removing the left- and right-most braces with , the
edited rows are |ENTER ed:
 

  

[ 112 ] 3 [112]
(324 ] £
[ 1 -31]
 

Note: two utility routines for modifying a two-dimensional array to its row
components and vice versa are shown at the end ofthis section. These
routines can be used as alternatives for the editing shown above.

 

The third vector is X5.

'X3 3
2: L1121
1: [ 3241

   
The second vector is X,.

'X2
 
3:
2:
1: L1121
[CRo3S]DOTDETAES[RNRMICNKHM)|   
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The first vector is X;.

'X1

Compute the inner products.

X1 [ENTER]
X2 [ENTER]

 

i
l
Q o 3 i 

 

 

3:
%:

Choss]00T |DET |HESJENEMICNRM)]  

 
3:

H L1121
1: L3241

TT 

 

 
3:
2
1: 13

ENEM   
XX, = 13. These rows are not orthogonal.

X2 [ENTER]
X3 [ENTER]

 
DOT 1 

 
3:
2: (3241
1: L1-311
CRoss] DotDET#ESJKNKM]CNEM 

 

 
3:
H
1: 1
[CRoss]DoTDETHES|KNEM|CNEM)  
 

X2X3 = 1. These rows are not orthogonal.

X1 [ENTER]
X3 [ENTER]

 

i DOT 

 
3:
28 L1121
1: L1-31]1
CRoss]00TDETAES[KNEM]|CNEM]
 

 

 
3:
2:
1: a   

X1X3 = 0. These two vectors are mutually orthogonal.
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Matrix Utility Programs

Several problem sections up to this point have included use of [EDIT| mode
to reduce a matrix to its row elements. The following utility programs can
be used as alternatives for changing a matrix to its row elements, and vice
versa.

Program ROW— below takes a stack of n row vectors and the number n
in level 1 and returns the matrix combining those n row vectors.

« OVER SIZE LIST— DROP |i: «
—+ nm« On1l- E
FOR i imxni- + R
ROLL ARRY— DROP NEXT

nm2 —LIST —-ARRY » »

After keying in the program above, store the program and put the rows of
arrayA in matrix form.

 
D'v'ER SIZE LIST»
P *85@

  Q
o
A
A

LLHRRY->DRDP NEXT 

 

  

'ROW— [STO] 1: I 1 12]

[1-31 1]
[1,1,2] koWlUT1|||
[3,2,4)]

[1,-3,1](ENTER]
3 =ROW—=

Program —ROW below takes a matrix and separates it into individual
rows on the stack.
 

« ARRY— LIST— DROP 1: « FIRRY-{ LIgBE DROF’I-)

— nm« 1 nV FOR im1 nms<ln 1"‘
\ 2L IST 2ARRY n

—LIST —-ARRY n 1 - ¥ i + ROLLD NEXT»*»   
m x i + ROLLD NEXT » »

After keying in the program above, store the program and convert the
matrix from above back to row form.
 

' JROW 3: [112]

=—~ROW= % '1°-51 3
SRok[RoWs]uT[~ T-]— ]  
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Vector Length

Find the length of vector X, (from the previous problem section), denoted

by

X1l =V XX,

Clear the stack and set the display mode to two decimal places.

MODE| 2 SFIXZ

 

=
M
W

 LFIx ]ISTTN RaD ]
 

Recall X, from the previous problem. Since X, was stored, you may alter-
 

natively use [USER = X1 =.

X1 [ENTER]
 

3:
=
1: [ 1.80 1.60 2.060 1]

 [F1x )IESETNRaD ]
 

Function ABS returns the Frobenius norm of an array, which is equivalent
to the length of a vector.

 
 

|| X1 || = 2.45.

 

 

32:
2:
1: 2.45
[CRoss]DotDET#BSJKNRMICNEM)
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Normalization

To normalize a vectorX into its unique unit vector U, divide each com-
ponent ofX by | |X ||. We will normalize
from the section entitled "Orthogonality."

Enter a program that computesX/| |X | |.

X,. Vectors X, X,, and X5 are

 

  

3:
2%
1: « DUP ABS INVY * »
[CRoss]poTDETAES[ENEM]CNEM)
 

 

CLEAR

« DUP ABS 1 x »

Store program NORM.

' NORM

   
Enter the vector to be normalized.
 

[USER]
 

 
[ 1.08 1.60 2.680 1]

[NokM]w1wa%3|3R0W[ROWS
 

 

  
The result is U; = [0.41 0.41 0.82].

Normalize vector X,
 

1 1

 

 

= NORM

 

3:
2%
1: [ 9.41 8.41 0.82 ]
[NORH|%1|4B|%3[>hokko3|

3:
2: [ B.41 9.41 8.82 ]
1z [ 3.00 2.08 4.00 ]
[NOKM[%1|%8|%3[>koW[koW3]

3:
21 [ @8.41 9.41 8.82 ]
I: [ 0.56 0.37 8.74 ]

EEENEXT
 

The result is U, = [0.56 0.37 0.74].
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Finally, normalize vector X5.
 

  
 

=X3= 3: [ 8.41 8.41 B.82 1]
2: [ 8.56 8.37 8.74 1
1: [ 1.68 -3.600 1.68 1]
LTTSBIETTY T

= NORM = 3: [ B8.41 8.41 B8.82 1]
2: [ 8.56 8.37 8.74 1
1: [ 6.38 -6.90 6.38 1]
[NoRM]#1#a%3|SKOW[ROWS]   

The result is Uz = [0.30 —0.90 0.30].
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Gram-Schmidt Orthogonalization

Form an orthogonal basis that spans V'3(R) using the Gram-Schmidt pro-
cess. Given that X, X,, and X5 form a basis, then the vectors Y, Y,, and
Y5 form an orthogonal basis, formed by the following process.

 

 

  

  

Vectors X, X5, and X5 are from the section entitled "Orthogonality".

Calculate Y;.
 

 

  

 

B 3
USER] =X1= 1: [ 1.00 1.60 2,008 ]

(% |%8 Ja3Jur ]T

Store Y;.

'Yl 3t
i:
(V1 |%1 |%8 |%3 |]|  

Write a program to calculate Y,
 

 

« X2 Y1 X2 DOT Y1 Y1 21
DOT = Y1 x — » : gD>T<2/Y$1x§ DOT ¥1 Y1

vlw1waw31
 

Execute the program.
 

 

EVAL 31
21
1: [ 8.83 -8.17 -60.33 1]
vao1owao®3]
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Y, = [0.83 -0.17 -033].  Store Y,

'Y2

Write a program to calculate Y.

« X3 Y2 X3 DOT Y2 Y2
DOT = Y2 x - Y1 X3
DOT Y1 Y1 DOT =+ Y1

X = » [ENTER]

Execute the program.

EVAL

Ys = [40E-12 -2.80 1.40].  Store Y.

'Y3

 

 

3:

2
ITTT 

 

 

1: &€ X3 Y2 X3 DOT Y2 Y2
DOT -~ Y2 * - Y1 X3
DOT ¥1 ¥1 DOT -~ ¥1 *
ITTON 

 

 

3:
23
1t [ 4.80E-12 -2.808 1...
Lva]vi|w1]wa|#3f|

 

 

 

 

3:
%’:

[va]ve]vi]#1|wa|®3|

 

 

The vectors Y, Y,, and Y5 form an orthogonal basis.
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Generalized Gram-Schmidt Orthogonalization Routine

The program GSO below is a generalized routine for finding an orthogo-
nal basis for an arbitrary list of vectors.

« DUP SIZE LIST— DROP 1:
DUP DUP 2 + ROLLD —LIST
—+ M « 2 SWAP FOR n M
nGET 1 nl1l - FORiMi
GET DUP DUP2 DOT INV x
SWAP 3 PICK DOT x -
NEXT n M SWAP ROT PUT 'M!
STO NEXT M LIST-

DROP » »

 

 
 

After keying in the program above, store the program and form an orthog-
onal basis for the three vectors in the previous example.
 

 
 

'GSO 3: [ 1.600 1.00 2.60 ]
2: [ 9.83 -0,17 -6.33 ]
i{: [ 4.80E-12 -2.80 1...

[1,1,2] TTTTT
[3,2,4]
[1,-3,1] =GSO=
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Orthonormal Basis

Form an orthonormal basis G; of orthogonal unit vectors that spans
V3(R). Vectors Y;, Yy, and Y5 and program NORM are from the two pre-
vious problem sections.

 

 

 

G Y,

Y

Calculate G;.

§=
USER| =Y1= {: [ 1.00 1.00 2.00 ] 

 [NokM]¥3vav1#1Xa 
Execute the normalization program from the section entitled "Normaliza-
tion".
 

  

 

  

  

 

  

 

  

 

= NORM= 3:
28
i: [ 8.41 8.41 B8.82 1]
(NOEM]¥3vavl®¥1H2

Store the result in G,.

'Gl 31
2
i:

G1[NokM]¥3vE8vlK1

Calculate G,,.

=Y2= 3:
28
1: [ 8.83 -8.17 -8.33 1
G1[NokM]v3vav1®1

Compute the norm.

= NORM= 3
2%
i1: [ 8.91 -68.18 -8.37 1
G1[NoRM]¥3vav1H1

Store the result in G,

'G2 3:
28
i:

IIGITT  
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Calculate G5.
 

 

  
 

 

 

 
  
 

 

 

 

  

 

  

 

  

 

  

 

   

 

   

2
1: [ 4.80E-12 -2.80 1...

[G2 |G1|NokM]v3 |va |v1 |

Compute the norm.

= NORME 3:
2
1: [ 1.28E-12 -8.89 0...
G2Gl|NokmM]v3vav1

Store the result in G5.

'G3 3
1:

|G3 |G2 |Gl|NokM]v3 |va |

Verify that all three vectors are mutually orthogonal

=G1= 3:
=G2= 2: [ 8.41 8.41 8.82 1]
== 1: [ 8.91 -0.18 -8.37 ]

[G3 |G2 |Gl|NokM]v3 |va |

Compute the dot product (G-G5).

ARRAY 3:
= = 2:
=DOT= I: -8.98E-12

[CRoss]00TDETAES|KNEMICNEM]]

Gl'GzzO

Compute the dot product (GG3)

3:
2:

(USER i: 5.18E-13
=G2= CRoss]DoTDET#ES|KNRM]CNEM]
=G3=

[ARRAY]
=DOT=

GyG3=0
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Compute the dot product (GG3).
 

 

    
 

 

 

 

3t
2

(USER I: 2.97E-12
=Gi1= (TTTT)[
=Ga=
[ARRAY
=DpoT=

Gl'G3z0.

Thus, since all three dot products are approximately equal to zero, the
three vectors are mutually orthogonal.

Now verify that they form a basis. Combine the three vectors into one
array by placing the elements on the stack and removing their individual
dimension lists.
 

 

c
l
l
o

21
3

|
0 : 1.28E-12

: -08.89
: .45

EXTTACLTAEIVARA

1 @ 1

=
N

 

> 2 < il > 3 < | il  
 

 

c
l
l
o

20
13

|
0

1 0] N i 

> 2 < i > D 2 ! i

 

1 o w ] 

Z
|
(
c
|
O

s
D

=
o

1 > 3 < ! 1

O D o T

Note the utility program —ROW, described in the section entitled "Ortho-
gonality," could also be used to form the list of vectors above.

Next key in the dimensions of the matrix that will be formed by the three
vectors.

{ 3 3) [ENTER]
 

-8.89
0.45

{ 3.80 3.00 2
ARRY]ARRYS]PUT|GETJFUTI|GETI]

=
M
W

 g

 

Finally, place the three vectors into matrix form.
 

i —ARRY = 1: ([ 8.41 B.41 0.82 1]
[ 8.91 -0.18 -0.37.
[ 1.28E-12 -6.89 B..

(FRERV[AREYS]PUT|GET|PUTI]GETI| 
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Compute the determinant.

=DET=
 

 

3:
2
1: -1.80
CRoss]DotDETAES |ENKM]CNRM
 

The determinant is —1. The matrix is non-singular and the vectors form
an orthonormal basis.

Purge the vectors Xy, X5, X3, Y;, Yo, Y3, G4, G5, G35 and program NORM.
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Eigenvalues
 

Another fundamental use for matrices is in developing a structure to
represent linear transformations within a geometric system. Any matrix
that represents a particular linear transformation reflects the properties of
that transformation.

Since similar matrices share all the intrinsic geometric properties of a
transformation, an important problem is to find a simple canonical form
for each similarity class. This simple canonical form can be found by com-
puting the eigenvalues and eigenvectors. Two methods for computing
eigenvalues are illustrated, along with a method for finding eigenvectors.

Eigenvalues S1



 

The Characteristic Polynomial

The characteristic equation for a matrix can be written as

AX

AX -)X

(A -\D)X
X

det(4 -\)

0 Trivial Solution

0 Non-trivial Solution

Expansion of the non-trivial characteristic equation yields the characteris-
tic polynomial

SOA® +5A1+ - 45,A+s, =0.

The three programs below combine to determine the characteristic poly-
nomial for an arbitrary matrix on the stack.

The first program, TRCN,creates a list of the traces ofthe first n powers
of the matrix.

The second program, SYM,uses the list created by TRCN to compute the
coefficients of the characteristic polynomial.

The final program, PSERS,uses the coefficients from SYM and a variable

name entered into level 1 to create an expression of the characteristic
polynomial.

Key in the first program.

CLEAR

« DUP SIZE 1 GET — g

n « g 'tmp' STO (} 1 n
START O 1 n FOR i tmp i
DUP 2 —LIST GET + NEXT 1
—LIST + 'tmp' g STO*
NEXT 'tmp'

PURGE » »

§2 The Characteristic Polynomial

 

 

« DUP SIZE 1.80 GET
> ? n€g 'tmg' STO
£ 1.88 n START
8.00 1.660 n FOR 1
 

 



Store the program.

'TRCN
 

=
=
M
N
W
H

 
 

Key in the second program.

« DUP SIZE — b n « 1
{1} 1 n FOR i — s
« 011 FOR j b j

GET s i j - 1 + GET x
- NEXT i1 + 1 —-LIST s
SWAP + » NEXT » »

[ENTER] [<>]

 

 
 

Store the program.

'SYM
 

~
=
M
N
W
h
s

 
 

Key in the final program.

« — X « LIST— O SWAP |(i: « =

1 FOR n n 1 + ROLL ona
Xxnl-=-~*x+ -1 - %
STEP » »

 

 
 

Store the program.

' PSERS
 

=
M
N
W
H

 
 

Find the characteristic polynomial for the following matrix.

-17 =57 -69

ARR = 1 5 3

5 15 21

Key in the coefficient matrix.

[[-17 -57 -69[1 5 3 T
[5 15 21 1:
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Create a list ofthe traces of the first n powers for the matrix.

=TRCN= 2:
1: g 9.00 41.60 225.80

FH{HEDR TN

 

  
Compute the coefficients of the characteristic polynomial.
 

=SYME 2:
1: { 1.0 -9.80 20.00

-12.08 2
HiE TREN wr]  

Create the algebraic expression of the characteristic polynomial with the
variable name L .
 

'LL' =PSERS= 3
2
1 'L*3-9%L"2+28%L-12"'
PsERs]svMJTRCNTuT||  

The characteristic polynomial is

A3 - 9X% +20) - 12

Store the polynomial as the current expression in EQ for the following
problem section.
 

 

SOLV 3:

=STEQ= ?
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Compute Eigenvalues from Expansion

The eigenvalues of a matrix can be found by solving for the roots of the
characteristic polynomial.

Find the eigenvalues for the characteristic polynomial stored in the previ-
ous problem section.

Clear the stack and set the display mode to two decimal places.
 

 
 

3:
2 SFIX= g

ESDN( F1x )NEEETRARAD ]    
Clear the current plot parameters.
 

   

  
 

3:
"PPAR 2

[PPAR |RES |RRESJCENTR]¥W |¥H |

Adjust the plot height by ten.

10 =*HE 3:

2:
 
1:
{11 {00TT 

Draw a plot of the characteristic polynomial, which was stored in EQ in
the previous problem.
 

=

DRAWS 7
T

Note the three roots of the quadratic indicate three distinct eigenvalues
for the 3 x 3 matrixARR .

   

Use the solverto set guesses for the roots and solve for the three eigen-
values.
 

 

ATTN 3:
SOLV F
= SOLVR= I(T2III 
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Make an initial guess of 0.5 for the first root.

L0.5 i i ..i
Solve for the first root.

 

 
1
IT2II. 

Pressing the key below will display the intermediate values during
calculation.

] ELE [ENTER]

Thefirst eigenvalue A =1.

 

 
!EFO
1: 1.80
I(77IIN 

Make an initial guess of 2.5 for the second eigenvalue.

CLEAR

2.5 L 1

Solve for the root.

] ELE [ENTER]1 1

The second eigenvalue A, =2.

 

 

—
i:
LJexer=])11 

 

 
!ero
1: 2.008
IIIN

 

 

Make an initial guess of 5 for the third eigenvalue.

QR
L |CL

5 i il

Solve for the root.

] ELE [ENTER]

The third eigenvalue A\;3=6.

 

 I1TII 

 

 

!!lfl_
ero

1: 6.60
I1TINI. 
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Compute Eigenvectors

We can compute the eigenvectors corresponding to the three eigenvalues
found in the previous problem.

-17 -57 -69

ARR = 1 5 3

5 15 21

Clear the stack and set the display mode to one decimalplace.
 

  
 

 

 
 

 

 
 

 

[CLEAR] 31
[MODE] 1 EFIX= e

EETH( FIx ]INTSNkAo )

Key in the matrixARR .

([(-17 =57 -69 [1 5 3 1: [E 115% 655'8 -569....

[5 15 21 [ 5.0 15.9 21.0 11
BFIx JESEEET( ceG JETTH

Create the 3 x 3 Identity matrix /.

3 [ENTER] 3:
§g [[ -17.8 -57.0 -69...

ESTE[F1x |ESEREETENveG 1T

ARRAY| SIDN= 1: [[ 1.0 9.0 8.0 ]
- [ 3.0 1.0 8.0 ]

[ 2.0 8.0 1.8 1]
ANRTRTR 
 

Form A*/ for A, = 1.
 

1 [ENTER 1: [[ 1.0 6.6 6.9 ]
[ .0 1.8 8.9 ]
[ .60 8.6 1.8 1]

[S12EKoMTENCONTONKSD  
Subtract fromARR to obtain the matrix (ARR -\1 ).
 

[-] 1: [[ -18.8 -57.0 -69...
[ 1.8° 4.9 3.0 1]
[ 5.0 15.0 20.8 1]

EEEGTRRTR  

Compute Eigenvectors 57



Store the matrix (ARR -\J) as EIG .
 

 

 

 

 

  
 

 

 

 

'EIG %:

1
EEEEETNTRTT

Recall the matrix EIG .

[USER] EEIGE 1: [[ -18.8 -57.08 -69...
- [ 1.0 4.0 3.0 ]

[ 5.0 15.0 20.0 1]
IIT N T.

Verify that det(4 -\) = 0.

ARRAY g:

= DET= 1 -1.5E-10
£R055]DOTDETWESENEMCNEM]  
 

The determinant is approximately zero.

Recall matrix EIG once more.
 

DROP] 1: I[ ;18.9 -57.9 -69...
USER| SEIG= [ 5.0 15.0 26.8 1]

NOTBI  
 

Reduce to row echelon form to solve for the eigenvector X;, where
(A "'All )X1= 0.

Enter [EDIT| mode and use the key to remove the outer array brackets
and form three individual row vectors. Each row vector corresponds to
one equation of the system. After the edit, the row vectors can be

[ENTERJed:
 

 

 

[ -18 =57 =69 ] 3: [ -18.0 -57.0_-69,0..
[ 1 4 3 ] 28 [ 1.0 4.8 3.0 ]

1 [ 5.8 15.0 20.8 ]
[ 5 15 20 ] [ENTER TNOTNO.
 

Note the utilities in the section entitled "Orthogonality” which can also
perform the modification of the form of the matrix above.
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Use the program UT, described in the problem section "Homogeneous
System", to reduce the matrix to upper triangular form.
 

1 1uTt 
 

3t [ -18.8 -57.8 -69.0,,
2: C 8.8 -6.8 1]
1: [ 8.9 9.9 -1.9E-11 ]

 IT 
Remove the vector that represents the equation 0 = 0.
 

 

3:
2: [ -18.8 -57.8 -69.0,,
1: [[0.0 0.8 -8.8 1
TITNT
 

Enter the equation represented by second vector.

'.8 x X2 -

Solve for x,.

'X2

Isolate the term.

=ISOL=

Collect terms.

= COLCTE=

 

  

 

3t [ -18.8 -57.8 -69.0.,
2: [ 8.8 8.8 -8.8 1
1: '0.8%X2-0.8%¥X3=0"'
IITT.

3: [ 8.8 8.8 -8.8 1
% '@, 8%X2-0.S*Xax%'

 NS IAC
 

 

3: [ -18.8 -57.8 -69.0.,
2: [ 6.6 8.8 -0.8 1
1: '0.8%¥X3-68.8'

  
 

 

3: [ -18.8 -57.8 -69.0.,,
2: [ 6.0 8.8 -6.8 1
1: 'X3'

 IGBHEE TT
 

We obtain x,=x3. Remove this solution and the second vector from the
stack.
 

3:
2-

1= [ -18.8 -57.8 -69.8..

 SI2E [FORM J0ESUE[ERSUE
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Enter the equation represented by the first vector, substitutingx5 withx.

1-18 x X1 =57 x X2
-69 x X2 =0

Solve for x;.

'X1

Isolate the term.

EISOLE

Collect like terms.

= COLCT 1

We get x, = —7*,.

 

 

2: [ -18.8 -57.8 -69.0..
1: B-IB*XI~O7¥R2-69%X2=

AR
 

 

  

 

 

3: [ -18.8 -57.8 -69.0..
%5 T-18%X1-57%X2-69*§%

[COLCT[ERFAN]SI2E[FukHJOESUE[ERSUE

2: [ -18.8 -57.8 -69.0..
1: ‘(69*X2+5?*X2)/( 18>

LLTIY:  
 

 

 

3:
2: [ -18.8 -37.8 -63,0..
1: (?BX2)
[COLCTERFAN]ST2EJFORMJOESUE[ERSUE  
 

Therefore a solution eigenvector isx;=-7,x,=1,x3=1, or X; = [-711].
Verify that (4 -\)X = 0.

[=7 1 1 [ENTER]

Recall (4 -\).

EIG 

Multiply the two matrices.

<2
> o
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3:
2:
1: [-?.B 1G1B ]
COLCT[ERFAN]ST2E[FORMJOESLIE[ERSUE]

 

 

 

 

 

 

 

  

3:
H
1: [ 6.8 8.0 6.0 1]
TNNTNT.
 



The result is 0, verifying that Xis indeed an eigenvector associated with
AL

The same procedure can be followed to find eigenvectors for A, = 2 and
As = 6

Purge the user variables and programs used in the last three sections.
('EIG' 'L' 'PPAR' 'EQ' 'UT') [PURGE].
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Compute Eigenvalues from |\l — A|

Find eigenvalues directly from the function det(M —A ), without comput-
ing the characteristic polynomial.

-78 -29.7 -39.6

A= 0 2.1 0

33 99 153

Clear the stack and set the display mode to two decimal places.
 

3t
2 EFXE £

BTF1+ ]ITAo]    
Clear the current plot parameters.
 

   

 

   

 

' PPAR 3:
2:
1:
LFIz JIESETTRaD ]

Key in the 3 X 3 matrix.

[[-7.8 =-29.7 =-39.6 1: [E é?égaz-%g.gg -39,
[0 2.1 O0[3.3 9.9 15.3 [ 3°30 5°5G 15.30 ..

EST( FIX SRT[RAD |

Store matrix A4 .

'A 3
1:
BN FIx ISTTSNRAD ]   

Enter a program that computes the function det(M —A ), with A the
independent variable.

« 3 IDN L x A - DET » |3
!

 

« 3.80 IDN L * A -
DET *»
[ FIx ISTETEERaD )   

Store the function as the current expression in EQ.
 
3:

=STEQ= et
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i:
STEC [RCEQ [FMIN|FMAR [INDEF] DRAW 

_AI



Adjust the plot height.
 
 

 

  

 

5 g *H ; 3:

&
FVRR |KES |AXES[CENTE]¥ |#H

Set a larger resolution.

2 E RES :—E 3:

et
AGIETIGTT  

Plot the function, using A for the abscissa. The program takes several
minutes to complete, as it computes the determinant for each point plot-
ted.
 

DRAW i

b L L L L b S b

  
 

The curve shows that there are only two distinct roots. The leftmost root,
which is a local maximum, must represent a double eigenvalue root.

Digitize the roots to set initial guesses for the root solver.

i
 

 

  
 

Set the standard display mode.
 

 
 

ATTN 3:

=er= 2t (2.1,8)=STD= I {5.3,85
[sTo ]NEEHBNSML RAo ]   

NOTE: The values displayed will vary by differences in the digitizing posi-
tion from the graphics display.

Use the Solver to find the roots of the curve.

 
31

SOLVR= 2t (2.1,8)
== 1: (5.3,8)

INTI.  
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Solve for the rightmost root.

LE ] ELE [ENTER]
 

1 1 1 1

 
19n Reversa
: 9. 40800000016
INTI.
 

One root is \; = 5.40.

Drop this result from the stack and solve for the next root.
 

 

DROP gfl%mmm:
=) = = = 19N eversa.l=LE ] SLE [ENTER 1:° 27 1000o0ERE01

IN(77IAR  
The double eigenvalue is \y=X3 = 2.10.
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Least Squares
 

The method ofleast squaresis a standard statistical algorithm used to fit a
curve to data in order to estimate a function, predict a trend, or approxi-
mate missing data values. Least squares results can easily be calculated on
the HP-28C and the graphic display is particularly useful for examining the
fit to the original data.
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Straight Line Fitting

Find the least squares straightline fit to the four points: (0,1), (1,3), (2,4),
and (3,4).

The least squares solution is given by Y =MV to fit the line y =ax +b.

NOTE: The solution provided below serves to illustrate matrix opera-
tions, and could be replaced, in the case ofy =ax +b, with the statistical

functions (Linear Regression) of the HP-28C.

 

 

 
 

  

 

1

3
Y= 4

4

01

11

M=131
31

a
V=1,

Solving for V' gives us

V= MTY

MTM

CLEAR 3:

2 EFX= 8
TFIx ]SSTETERao )

Key in the y values of the data points.

[[1[3[4([4 1: ([ 1.00 ]
[ 3.08 1]
[ 4.80 1]

BN F1x JESETEERao ]  
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Store the 4 x 1 matrix Y.

'Y [s1O]
 

 

3:

&
BN F1x 1STSkAo ]   

Key in the @ and b values representing the line y =ax +b.
 

[[0 1[1 1[2 1[3 1 [ENTER]

Store the 4 X 2 matrixM .

'M [sTO]

 

 

1: [[ 6.00 1.80 ]
[ 1.00 1.80 ]
[ 2.608 1.80 1]

BN FIx JIESSTRa0 ]   

 

 
=
M
W

 B[ FIx ]SSRRa0 ] 

Compute V' using the least squares fitting method.

Y>
=2

3R
T 

D0N 

<
= I

x]

ENTER
 

i - X0 1 

=2 x]
[+

 

  

 

 

 

 

2:
1: [[ 23.40 1]

[ 12.80 1]
[S12€|ROM|TEN]CON|TON|KSD|

2: [[ 23.680 ] 12.080..
1: [[ 14.80 6.080_1]

[ 6.680 4.80 ]]
[SI2E|KoM|TEN|CON|TON|5D|

2%
1: [[ 1.688 1]

[ 1.58 1]
SI2E|ROM|TEN|CON|TON|KSD| 

Store the coefficients from matrix V in the individual variables @ and b .

= ARRY— =

Drop the dimension list.

 

 

3: 1.
28 1.
1: { 2.08 1.00
(2AERV[RREYS]PUTGETPUTI GETI

a
o

o
o

 

 

  

3:
2: 1.68
1: 1.506
>ARRY[AREY>]PUT|GET|FUTI|GETI| 
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Store the two coefficients.

'B [STO]

'A [sTO]

Enter the equation for the straight line.

'A x X + B [ENTER]

Store the equation.

' LINE

Recall equation LINE.

SLINES

 

E 1.00
*RF
 

 

A [T 
 

 

3:
2:
1: 'A¥X+B’
STGGTIA 
 

 

M
o

 >ARRY[RRRY 2] PUTGET FUTI
 

 

3
2

'AxX+B'
[LINe]ABMvI  
 

Store the line equation as the current expression in EQ.

= STEQE
 

3-
2-

1:
KCEQ [SOLYR] IS0L [QUAD]SHOW 
 

Use the Solver to compute the desired line.

= SOLVR= EXPR=
 

 
g:
1: '1.08%X+1.50
“““--
 

The straightline fit to the datais the equationy =1.5x +1.
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Now use the PLOT menu to draw the line and verify the fit to the data.

Clear the current plot parameters.

[PLOT]
' PPAR

EstablishX as the independent variable.

'X =INDEP

Adjust the height by 5.

5
 
*H 

 

  

 

  

 

 

3:
2%
i: '1.09%%X+1.50"
[STEQKCE|PMIN]PHAR[INLEP[DRAN|

3:
28
1: '1.00%X+1.50"
STEG|RCEG|PMIN]PHAR[INDEP[DRAM|

3:
e
1: ‘1. 09%KX+1.50"
CEENOARTT 

Recenter the axes so that the point (0,1) can be viewed on the plot.

(-1,-1) [ENTER]
= AXES =

 

 

 

 

Now move to the Statistics menu to set up a scatter plot.

=CLE=

Enter the four data points into ZDAT.
 
  
  
  

[0,1 ==+=

[1,3 ==2+=

[2,4 ==+=
[3,4 ==+= 

 

  

 

 

3:
2:
1: '1.00%x+1.50'
[PEARRESARESJCENTR]¥4¥H

3:
2%

: '1.00%¥x+1.58"
2+-NXCLE|STOXJRCLE

3:
22
1: '1.09%X+1.58"
EEXHBNKKBS

 

 

Enter a program that will overlay the function plot onto the scatter plot.

[PLOT]
« CLLCD DRWE DRAW
[ENTER]

 

 

3
2 '1.089%X+1,508"
1: « CLLCD DRWZ DRAW »
[STEQ|RCEQ|PMIN]PMAY[INDEF{DEAL 
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Draw the plot.
 

EVAL _._i—f“""”—fl

=1  
 

We can see from the plot that the line fits the four points well.

Purge the variables used in the problem section. { 'XPAR'
'SDAT' 'PPAR' 'EQ' 'A' 'B! 'M' 'Y } .
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Quadratic Polynomial

According to Newton’s Second Law of Motion, a body near the earth’s
surface falls vertically downward according to the equation

y =yotvol +%g t2

where

y = vertical displacement at time ¢.
yo = initial vertical displacement at time ¢y = 0.
vo = Initial velocity at time ¢ = 0.
g = Newton’s constant of acceleration of gravity near the earth’s surface.

An experimentis performed to evaluate g. A weight is released with
unknown initial displacement and velocity. At a fixed time interval the
distance fallen from a fixed reference point is measured. The following
results are obtained: At timest = .1, .2, ....5 seconds the weight has fallen

y = —.055, .094, 314, .756, and 1.138 meters, respectively, from the refer-

ence point. Calculate the value for Newton’s constant g using these data.

We will fit the quadratic curve

y =a +bt +ct?

to the five data points. The least squares solution is given by

Y=MV

where

1

2

Y=|ys

4

5
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1¢, t}

1 ¢, t2

M=|1t, t2

1¢t,t2

1tgt2

and

N I
8
o

Solving for V' gives us

TV=MY 
MTM

Clear the stack and set the display mode to three decimal places.

[CLEAR]  

Key in the matrix of y values.

[[-.055[.094[.314[.756[
1.138

Store the 5 X 1 matrix Y.

'Y [sTO]

Key in the components of arrayM .

Enter row; = 1, .1, .12

1 [ENTER]
-1 [ENTER]
[ENTER]
7]
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3:

2
STF1x (NTRANAo | 

 

 
 

 

 

1: [[ -8.855_1
[ 8.894 1]
[ 8.314 1]

BECE( FIx ISTEER]

3:
2%
i:
ISFIx JIESETRETEERao ]
 

 

 

3: 1.00809
23 0.1609
1: 0.0106
BFx JIESETNkAo )
 

 

 

 

 



Enter row, = 1, .2, 22

1 [ENTER]
2 |ENT

]

im 2

Enter row; = 1, .3, .32

Finally, enter rows = 1, .5, .52

1 [ENTER]
.5 [ENTER

Key in the dimension ofM .

{5 3 [ENTER]

Put the components into the array.

ARRAY

= —ARRY =

Store matrixM .

'M [sTO]

 

  

3: 1.0808
2: B.208
1: 0.0409
BFIx JIESETEEE( Rao ) 

 

   

 

 

3: 1.08006
2: @8.30809
1: A.0909
B[ FIx ]ISTTRao ]

3: 1.0800
2: 0.464
1: f.1606
[ F1z |IESSTTRaD ]   

 

  

3 1.0808
2: a.500
1: A.2508
L FIR JIESEETNEERao ) 

 

 

3: a.5a84
2 A.230
1: { 5.8008 3.000

 OF1x ]ISTEES rao ] 

 

 

1: [[ 1.0680 B.108 8.01..
[ 1.080 0.2608 B8.84..,
[ 1.080 B6.308 B8.89..
AREY3] PUTGET|FUTI] GETI   

 

 

=
M
W

FARRVIARRY3] PUTGET|PUTI|GETI] 
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Compute V' using the least squares method.

M [ENTER] 

 

 

 

Store matrix V.

'V [sTO]

 

 
 

 

 ]
SHATERTEETEEHTEEN
 

 

 
=
M
W

5A LT ITBT
 

Evaluate g, Newton’s constant of gravity. Get element ¢ from the solution
vector V, then multiply ¢ by 2. g =2*c.

Convert from m/sec? to ft/sec?.

[LC] m [ENTER]
Lc] ft [ENTER]

The result is g =32.246 ft/sec?.

 

 

3:
-
1: 9.829
[#AEEY]ARRY3]PUTGETJFUTI]GETI]
 

 

 

3: 3.829
2 o
 

 

=
M E 32,246
lm:am.  
 

Now use the solver to compute the desired quadratic polynomial.

'A + Bx T + C x Tr2
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3: 32. 246
2: 1
1: 'A+B*T+C*T"2'
ARGNS
 



Store equation POLY.

'POLY

Get the coefficients from matrix V.

V [ENTER]

= ARRY— =

Drop the dimension list.

[DROP]

Store the three coefficients a, b, and c.

'C [s10]

'B [STO]

'A [sTO]

Recall the equation.

=POLYE

 

 

3:

2 a2, 545
SRRRVAREY]PUT|GET|PUTIGETI]
 

 

  

 

 
{ 3.008 1.

 

 

  

 

  

 

 

3:
%: 1 ft 1

BRITGF EEE
 

 

 

 

 

 

 

3:

£ 5246
TTMMA

3 32,246
2 f
1: 'A+BAT+CHTZ
IIOTT
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Store the equation as the current expression EQ.

[soLv]
=STEQE

 

32.246
1f4 0

 
 

Use the Solver to compute the desired equation.

= SOLVR =

S EXPR= =

 

 

4.
IBAAT. 
 

The least squares solution equation is —0.121+0.099¢ +4.914¢2.

Next, we will overlay the function curve over a scatter plot of the data
points to verify the fit.

First, clear the current plot parameters and establish ¢ as the independent
variable.

[CLEAR]
' PPAR

'T =INDEP=

 

=
M
W

 STEQ |KCEQ [FMIN|FHMAY[INDEF] DAL
 

Adjust the plot width by .1, to plot 0.1 second intervals along the abscissa.

.1 =*WE 
 

 

3:
%:

TTTATT
 

Next use the Statistics menu to create the scatter plot.

STAT

CLz
 

1 1 

Enter the data points for the scatter plot.

 

  
  

 

[.1 -.055 =x+=
[.2 .094 Ex+=
[.3 .314 =3+=
[.4 .756 =x+=
[.5 1.138 =x+=
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3:
%:

EHNTSSTS

3:
2%
1:

[E ]=- |NE ]CLE|STOZ]RCLE 
 



Now write a program to overlay the two plots.

[PLOT]
« CLLCD DRWE DRAW
[ENTER]

Store program PLT.

'PLT [STO]

Draw the plot.

=PLTE

 

: « CLLCD DRWE DRAW »
(STEG:|RCECPMIN|FPA%[INDEF|DRA|  

 

 RCEQ [PMIN|PMAY [INDEF|DEAW 

 

  
 

You may wish to rescale the plot height to obtain a better view of the fit of
the first two data points.

.25 E*HE

USER 

i
l Q2 — i 

 

 

 

3:

2:
RETDETRETE

N i A

   
 

The plots show a good fit of the quadratic polynomial to the five data
points.
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Markov Chains
 

A Markov Chain is a system that moves from state to state, and in which
the probability of transition to a next state depends only on the preceding
state. The system states can be predicted at particular points in time using
transition probabilities.

The transition matrix for the Markov Processis the n X n matrix P = [p;;]
where p,; = probability of transition directly from state j to state i, and
n

Epij = 1.

1=1

The componentsof the state vector X*) signify the probability that the
system is in state i at the n®* observation.

X1

X

x| 2

Xn

The modelfor the system is described by X(*+1) = P X(#)wherethe tran-
sition matrix applied to the current state determines the next state.
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Steady State of a System

A chemist runs an experiment where colored films are immersed in a
solution for a brief time period, resulting in a possible color change. He
calculates the color changes according to the following probabilities.

 

 

 

Original Color New Color
Magenta Cyan Yellow

.8 3 2 Magenta
1 2 .6 Cyan
1 5 2 Yellow  
 

Determine to two decimal places the probable future color of a cyan film
dipped in the solution several times.

 

 

Key in the 3 x 3 transition matrix P.

[[.8 .3 .2[.1 .2 .6[.1
-5 .2 [ENTER]

'P [sTO]

 

 EH
N
U
J

 [Frx ]ISTNRaD ]
 

 

  
 

 

 

1: [[ 9.80 B.38 8.20 ]
[ 8.10 9.20 8.609 ]
[ 8.18 8.50 8.20 1]

STD_Jptil scI ENGDEGQLI

3:

5
TN F1x JEESETNRao )  
 

Key in the initial state vector X°. This vector representan initial state of
cyan.

(fofi[o

'X [sT0]

 

1: [

m
e
e
r
m

 STDg3

a
1
a
X

.8

.8

.B ]
IESETNke ]

Q
A

(
E
T
E
T

 
 

 

3:
2:
1:

 STD_|qptlscIENGDEGQL1  
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Key in the initial value for n =current state.
 0 3

'N 2:
EECH( FIx JIESETEERAD )  
 

Write a program to compute the next future state.
 

  
 

 

S oan L N STO P ? N 1.08 N' STO P! <« . + 'N'SWAP x » SURP %

IF1xSTR]

Store program MARK.

'MARK 3:

&t
BEIN( Frx ISTIEENL RhD ]  
 

Recall the initial state vector.

 

 
 

 

USER] 1: [[ 8.88 ]
=EX= [ 1.68 ]
=== [ 6.88 1]

Makk]N |% |P |||

Compute the next state.

= MARK = 1: [C 8.38 1]
[ 8.29 ]
[ 8.58 1]

[MARK]N8 |F ||] 
 

After one observation, the color is mostlikely to be yellow. Compute the
next state.
 

1= MARK 1: [[ 6.49 ]
[ 8.37 1
[ 6.23 11

[ELTTHICTETBA. 
 

After two observations, the color is most likely to be either magenta or
cyan. Continue computing future states until a final steady state is
reached.
 

= MARK = 1:

e

R
Q
O
R

B 1
0

g —L
(Makk]N1%F1  
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= MARK

I= MARK

= MARK =

i= MARK =

= MARK

= MARK =

MARK =

 

  

 

  

 

  

 

  

 

  

 

  

 
1: [ 6.56 1

[ 8.23 1]
[ 8.21 1]

LTITTGN  
The system has reached a steady state. Determine how many observations
were completed to reach this final state.

N l  3:
2: [[ B8.56 1 [ 6.23 l.
1: 18.60
LTSIIRD
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The system reaches a steady state after n =10 observations. The probable
future color of an initially cyan film immersed several times is .56
magenta, .23 cyan, and .21 yellow.

Purge the variables used in this problem section. { 'MARK' 'N'

'X' '"P'} [PURGE].
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An Example:
 

Matrix manipulations are used to solve complex, multi-dimensional prob-
lems. The following sections illustrate use of the HP-28C matrix capabili-
ties in a market with challenging economic issues. These same analytical
tools can be applied across many industries.
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Forest Management

When a forest is managed by a sustainable harvesting policy, every tree
harvested is replaced by a new seedling, so the total population quantity
remains constant. A matrix model can be developed to assist in determin-
ing optimal harvesting procedures. The modelis based on categorizing
the trees into height/price classes and computing an optimal sustainable
yield for a long-range time period.

The Sustainable Harvesting Cycle is represented by:

Forest ready for harvest — harvest + new seedlings = forest after harvest,
or

GX -Y+RY=X

where

X = Nonharvest vector, the trees that remain after the harvest and

replanting.

x; = number oftrees in the i th class.

i ranges from 1 to n, where there are n height/price classes.

n

S =Yx; = total number of trees sustained.
1=1

Tree growth between harvests is designated by g;, the fraction of trees that
grow from class i to classi +1.

1 - g; = fraction of trees that remain in class i.
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The growth matrix is

1-g, O 0 0

g 1-g2 0 0

0 g2 1-g; 0
G= 0

1-8,-1 0

0 0 0 g1 1   
GX = Nonharvest vector after growth period, or forest

ready for harvest.

Y1

n

Y = Harvest vector, or trees removed at harvest.

111~ -1

000- -0
R=| .

000000

R = Replacement matrix.

RY = New seedling vector, or trees planted after harvest.
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The Harvest Model

A harvester has a crop of 120 silver fir trees to sell annually for Christmas
trees. After last year’s harvest, his forest had the following configuration.

 

Class Height interval in feet Number of trees

(i) (h,) (x;)
1 [0,4) 15
2 [4,8) 20
3 [8,12) 35
4 [12,16) 30
5 [16,00) 20
 

During the growth period, 6 trees in class 1 grew to the next height class,
as did 13 trees in class 2, 10 trees in class 3, and 4 trees in class 4. If he

sustainably harvests 8 trees ofclass 2, 6 trees ofclass 3, 13 trees ofclass 4,
and 6 trees of class 5, whatis the configuration of his crop after harvest
and replanting?

CLEAR  

 

Enter the 5 x 1 nonharvest vector X'.

 

3:
2%
1:

  SN[ FIx ISTSETEENRAD )
 

 

[[15[20[35[30[20 [ENTER]

'X [sT0]

 

1: € 315.69
28.89 1
35.68
%

e

  
]

[ FIx STTRaD )
 

 

BT FIx ISTTN kAo ]  
 

Compute the growth fractions for each height class. First, compute

81=6/x;.

6 [ENTER]
15 [5]
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3:
2%
1: 0.40
BTNF1x ]ISTEEEkAo ]  
 



'Gl

Compute g,=13/x,.

13 [ENTER]
20 [3]

'G2

Compute g3=10/x3.

10 [ENTER]
35 [3)

'G3

Compute g,=4/x,.

4 [ENTER]
30 [3

'G4

 

   

 

 
B.65

BN FIx 1IESSTTRaD )   

 

   

 

 
.29

EECE( FIx 1IESETTR)   

 

 

3:

e
BTN Frx ]ITRTRaD ]   

 

 

=
M
W

: 8.13
BTNFIX ISTSRIRRAD ]   

 

 

3:

e
STF1x|TRMko |   
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Enter the 5 x 5 growth matrix G .

Enter row;.

 

 

 

 

 

 

 
 

 
 

 

 

 

 

 

  

 

  

 

  

 

 

3: 8.80
28 8.60
1: 8.00
TITNT

3: 8.060
2t B.080
1: 8.060
TITTI

3: 8.71
2% B.00
1: B.00
[GY|63|G2[Gl|&||

3: .29
2: n.87
1: 8.060
TITTT 



Enter rows,

O [ENTER]
N

N

G

1 [ENTER]

Enter the dimensions of G .

{5 5} [ENTER]

m 3 m )

m 3 0E
 

i A~ 1 

Store matrix G .

ARRAY

= —ARRY =

'G [sT0]

Enter the 5 x 1 harvest vector Y.

[[O[8[6[13([6

'Y [sTO]

Create the replacement matrix R

(5 5) [ENTER]

 

 
 

 

 
 

 

3: 8.060
2: 8.13
1: .80
IITITI

3: 8.13
23 . 80
1: { 5.68 5.806 >
EHKRR

1: [[ 0.60 B.68 9.680 Q..
[ B8.40 8.35 0.60 Q..
[ Bl Ba B. 65 - "

 AREY3] PUTGET PUTI
 

 

3:
2:
1:

 (#AREY]ARRYS] PUTGET JFUTI] GETI
 

 

1: [[ 6.09 ]
[ 8.88 ]
[ 6.08 1]

 TN ISNR3
 

 

=
M
W

 NSRNTSI
 

. First enter the dimensions ofR .
 

 

3:
2:
1: { 5.68 5.08 >
[2ARRVIARKYS]PUTGETPUTI|GETI)
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Create a constant matrix whose entries are all zero.

O [ENTER]
= CON 

 
[ B.60 9.680 0.00 O
[ 8.00 0.680 8.60 4.,
[ .08 B.B0 B.6808 O

 SIZE RDM TRN CONIDN RSD
 

Now enter 1 across the entire first row of R .

{1 1} [ENTER]

 

1 o C 4 1  

1 0 C d 1  
  

1 ) Cc
C 3 1  

S
Y

i 0 C = il

1 T C 4 i 

Drop the index list.

Store matrix R.

'R [STO]

 
   

 

3:
2: [[ 0.60 0.80 0,080 6.,
1: { 1.08 1.60
[$126KOMTENCONTONRSD

W

  

 

=
P : [[ 1.00 1.00 1.00 1..

: {2.60 1.00 3
 [#AERY]ARRY 3] PUTGET FUTI GETI]
 

 

1: [C 1.680 1. 1
[ B8.60 B.680 Q.00 4.,
[ B.08 B.80 B.60 0A..

 RGNA
 

 

 

=
M
W

AARNKRN I8
 

Write a program to compute the configuration of the forest after harvest.

« G X xY-RY x +

' CROP

The Harvest Model

»

 

28
1: € G X *Y -RY * +

 
2

CEEBTNR
 

 

W

 (ckor ]R ]v ]G |G4 |G3 |=

 



Compute the new nonharvest vector with program CROP.

= CROP= 1: [[ 42.68060_1]

[ 32.00 ]
TIANT

Use or to view the entire vector. The key will exit
EDIT mode.

 

  

The new nonharvest vector is

The program can be used with the new nonharvest vector to predict new
forest configurations using the same harvesting cycle annually.
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Optimal Yield

If the harvester wishes to optimize his profit year after year, he must
determine the optimal sustainable yield. Thisis achieved by harvesting all
of the trees from one particular height/price class and no trees from any
other class. The sustainable yield is thus a function of both price and
growth rate, but independent of the current nonharvest vector. Note that
if class k provides the maximum yield, the first year all classes > k are
harvested. In the following years only class k is harvested, and no trees
will ever be present in higher classes.

S = total number of trees sustained in the forest.

10' 0

. pa-

P=| . . |=Price matrix

0 0 - p,

pi; = price attained for class i.

881

882

E8n

GG = Growth ratio matrix.

where

 g8= ‘._11 fori=2..n

k:lgk

881=0
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YL = Yield vector.

¥l = yield (total dollar amount) obtained
by harvesting all of class i and
no other class.

The optimal class to harvest can be selected by finding the maximum yi;
from yield vector YL , where

YL =P*S*GG

Suppose the market prices for the five classes arep; = $0, p, = $50,
ps = $100,p4 = $150, andp5 = $200. Determine which heightclass
should be harvested.

Enter the market prices for the five classes and store in variablesp,

 

 
 

 

 

 

 

 

  
 

 
 

throughp;.

CLEAR 3:
0 %;
'P1l (STO

|

F1Jcror|]B

|

¥

|

G

|

GY

|50 3:
28
i: 58.80

|PLJCkoF ]R |¥ |G |GY |

'P2 3:
1
P2P1JCROP]R¥G

=P2= 3:
282 1t 100. 60
P2F1JCroF|K¥G 
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'P3

=
M
W

GIWTG  

  

i o N 1

w (x
]

e

 

1560.68
[P3|P2 |P1JCror]K _Jv |  

 

'P4
=
M
W

 PyF3FaF1JCRoF]K
 

 
 

1 o N i
l

S x] W

 

208. 080
INNWTS 
 

 

'P5

=
M
W

 ITGNNWT
 

Enter the dimensions of P.

{5 5} [ENTER]
 

~
M
N
w
W

{ 5.68 5.680
ININWT 
 

Create the 5 x 5 price matrix P. Since P is a sparse matrix, with most
entries equal to zero, first create a constant array whose entries are all
Zero.

; - GregeRen:
ARRAY] SCON= [ 0.68 0.00 0.00 0.

[S12EKMTENCONIONk3D
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Now enter the valuesp; along the diagonal entries.

{1 1) [ENTER]

P1 [ENTER]

PUTI =

 

 

3:
2: [[ 8.00 B.60 B.808 8.

 

 

   

 

 

1: Ci.60 1.608 3
TTITT

3: [[ 9.90 0.00 0.00 0.
2 ¢'i.00 i.g03
12E|KOM[TEN|CON]T0M[F3-

3:

3: [[ 9.00 0.00 9,00 0.
1t 1.60 2.60 3
FARRVIAERYS]PUTGETFUTIGETI
 

Use the function to modify the displayed position index. The
modified position index is then [ENTERd. Alternatively, you may
{1.00 2.00} from above and enter the position index {2 2}.

{ 2 2} [ENTER]

P2 [ENTER]

iPUTI1 

 

3:
2: [[ B.00 B.69 B.08 0,
12 { 2.00 2.00 3
[2AEEY]ARRYS]PUTGET FUTI GETI
 

 

 
3: [[ 9.60 0,00 0,00 O,
§5 ¢2.00°2,00 3
(FAREVIARRYS]PUTGETJFUTI| GETI
 

 

 3
w [(( 0.06 B.08 B,08 8,

{ 2.08 3.600 X

 

Use the function to modify the position index. The modified posi-
tion index is then |ENTER ed:

{ 3 3 } [ENTER]
 

 

3
2: [[ B.08 b.BO B.688 8,

{ 3.680 3.008 3
FAREY]AERYS]PUTGETJPUTI|GETI]2

'
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P3 [ENTER]

 

i 1PUTI =

 

3
2
1

 

(L 6.60 B.00 8,008 Q.
{ 3.00 ?Bga >

FhkkY]rRRYS]PUTGET JFUTI] GETI]
 

 

=
M
W

k3 : 
[[ 6.60 B.600 B.060 0.

{ 3.60 4.00 >
RSNEEN Sb
 

Use the function to modify the position index. The modified posi-
tion index is then |ENTER ied:

{ 4 4} [ENTER]

P4 [ENTER]

 

i PUTI =

 

3:

&
 

[[ .60 6.60 6,00 8.,
{ 4.60 4.6B >

(#ARRV[RERYS] PUTGET FUTI
 

 

3
2
1

.
s
.
-
.
s

dil FUTI

[C 6.0 V.00 0.680 06,
{ 4.60 4.00 >

ISBBB

 

 

 

-
-
N
w

 [#AREY[ERVS]FUTGET FUTI| GETI

[[ 6.60 6.08 6.00 0.
£ 4.80 5.00 3

 

 

Use the function to modify the position index. The modified posi-
tion index is then [ENTER ed:

{ 5 5 } [ENTER]

P5 [ENTER]

96 Optimal Yield

 

 
(L 6.986 B.00 0.80 0.,

{ 5.60 5.600 3
FAEEY]ARRYS]FUTGET FUTI
 

 

 [#AERY]RRRYS A

[[ 6.60 B.08 B.60 0.,
{ 5.80 .00 >

298
 
 



 

 

Drop the index string,.

Store matrix P.

'P [sTO]

 

3:
2: [[ 8.08 B.08 60,60 8,
1: { 1.80 1.00 >

 
 

 

  

 

 ea8 Gl FUTI
 

Store the total number of trees sustained in variable S .

120

'S [sT0]

 

2t
1: 120.080

PUTI| GETI
 

 

3
2 1:ARARREEEIS
 

Compute the 5 x 1 growth ratio matrix GG .

Entergg, = 0.

0
'GG1

Compute gg, = 1/g;.

=G1=

'GG2
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Compute gg5 = 1/g, + 1/g,
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   
 

 

 

 

 
 

   
 

   
 

 

 

 

 

=GG2= 3: 5
== 21 .50

GG2GGlG463G2G

gi
i 4,04
"Go2G5lG463G26L

'GG3 3:
28
i:

653 |662 |661 ]G4 |G3 |G2 |

Compute gg, = 1/g; + 1/g2 + 1/g3

=GG3 = 3:
=Gac 25 4.04

i 3.50
[1/x] (363652GG1G4G3G2

35
i 7.54
GG3G52G5lG4G3G2

'GG4 31
28
i:

[GGY653662GGLG4G3

Compute ggs = 1/g, + 1/g, + 1/g3 + 1/g,4

=GG4= 3
= = 2 7.94=G4= 1: 7.950
[1/x] "GGY635G2GGLG4

8
i 15.04
"GGY563G2GGLG4G3I

'GG5 3:
28

i:

GGS |GGY |6G3 ]GG2 |GGL |GH |
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Now invert gg,, gg3, g24, and gg; to form the actual entries into matrix GG .
 

 

 
 

 

 

 

 

=GG2=

[1/x]

'GG2

=GG3 =

[1/x]

'GG3

=GG4=

[1/x]

'GG4

=GG5 =

[1/x]

'GG5

 

0.408
GGS5GGY6536626G1GY
 

 

 

 

B.25
GGS664663562661GY
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Create the 5 x 1 matrix GG . Put the elements on the stack.
 

i o Q i  

1 o W N 1  

1 o o w 1  

1 o o & i  

1 o o n 1 

Enter the matrix dimensions.

{5 1 [ENTER]

Create the matrix.

ARRAY

= —>ARRY =

Store matrix GG .

'GG

 

  

 

 

3: 8.25
2: 8.13
1: 08.87
GG5|GGY|663|a6]661|GY|

3: .13
23 g.a87
1: { 5.00 1.60 >
G55|GGY|663|662|661|GH| 

 

 

 

1: [[ 9.089 ]
[ 8.48 ]
[ 8.25 1]

(*AEEY]AERYS] PUT 

 

 

3:
2
1:

 

Write a program to compute the yield vector.

« S P x GG x » [ENTER]

Store program YLD.

'YLD

Compute the 5 x 1 yield vector YL .

USER

YLD
 

1 1 

 

 

3
2
1: « S P % GG * »

 

 

 

3:
H
1:
3AREVIRERYS]PUTGET JFUTI] GETI
 

 

 

 

1: [ 9.808 ]
[ 24008.08 ]
[ 2971.43 1]

vioGGG5GGYG663662
 

You can use [EDIT] or to view the entire vector.
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0

2400.00

YL =|(2971.43

2387.75

1595.91

The resulting yield vector shows that height class 3 should be harvested to
maximize the annual sustainable yield, since y/3 = $2971.43 is the max-
imum entry.

Purge the user variables created in this problem section.

Optimal Yield 101











Step-by-Step Examples
for Your HP-28C
 

Vectors and Matrices contains a variety of examples and solu-
tions to show how you can solve your technical problems
1[Q(S EI])

® General Matrix Operations
Matrix Addition, Multiplication, Determinant, Inverse,
Transpose, Conjugate, Minor, Rank, Hermitian Matrices

® Systems of Linear Equations
Non-homogeneous and Homogeneous Systems,
Iterative Refinement

® Vector Spaces
Basis, Orthogonality, Vector Length, Normalization,
Orthogonalization, Orthonormal Basis

® Eigenvalues
Characteristic Polynomial, Eigenvalues, Eigenvectors

Least Squares
Straight Line Fitting, Quadratic Polynomial

Markov Chains
Steady State of a System

An Example: Forest Management Model and Yield
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