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Please take a moment to complete this postage-paid card, tear it out
and put it in the mail. Your responses and comments will help us
better understand your needs and will provide you with the best pro-
cedures to solve your problems. Thank you!
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or Home  

1. What calculator will you use this book with?
004 [ ]HP-28S 005[ ]HP-28C 006 ] Other

2. How many other HP solution books have you bought for this calculator?

3. What is your OCCUPATION?
101 [] Student 103 ] Professional 109 ] Other

4. Where did you purchase this book?
403 ] Bookstore 404 ] Discount or Catalog Store
407 [_] Mail Order 410 ] HP Direct 411 ]Other

5. How did you first hear about this book?
501 JHP Owner 503 ]Advertising 506 ] Salesperson 507 ] Brochure
508 ] Other

6. To what degree did this book influence your calculator purchase decision?
601 [] Major Influence 602 ] Minor Influence 603 ] No Influence

7. How well does this book cover the material you expected?

701[]Good 702 ]Moderate 703[ |Low

8. What level of knowledge is required to make use of the topics in this book?
801 ] High 802 ]Medium 803 ]Low

9. How clearly was the material in this book presented?
901 ] Good 902[ |Moderate 903[ ]Low

10. How would you rate the value of this book for your money?
111 JHigh 112 ]Medium 113 ]Low
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Welcome...
 

... to the HP-28S and HP-28C Step-by-Step Solution Books. These books
are designed to help you get the most from your HP-28S or HP-28C calcu-
lator.

This book, Probability and Statistics, provides examples and techniques for
solving problems on your calculator. A variety ofstatistical matrix mani-
pulations and statistical function computations are designed to familiarize
you with, and build upon, the statistical capabilities built into your calcula-
tor.

Before you try the examplesin this book, you should be familiar with cer-
tain concepts from the owner’s documentation:

m The basics of your calculator: how to move from menu to menu, how
to exit graphics and edit modes, and how to use the menu to assign
values to, and solve for, user variables.

m Entering numbers, programs, and algebraic expressions into the calcu-
lator.

Please review the section "How To Use This Book." It contains important
information on the examples in this book.

For more information about the topics in the Probability and Statistics
book, refer to a basic textbook on the subject. Many references are avail-
able in university libraries and in technical and college bookstores. The
examples in the book demonstrate approaches to solving certain problems,
but they do not cover the many ways to approach solutions to mathemati-
cal problems.

Welcome... 3
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How To Use This Book
 

Please take a moment to familiarize yourself with the formats used in this
book.

Keys and Menu Selection: A box represents a key on the calcula-

,_
,
o H 5 < on o o - o

In many cases, a box represents a shifted key on the calculator. In the
example problems, the shift key is NOT explicitly shown. (For example,

requires you to press the shift key, followed by the ARRAY key,
found above the "A" on the left keyboard.)

The "inverse" highlight represents a menu label:

 

 

Key: Description:

=DRAW= Found in the menu.
=ISOL= Found in the menu.

=ABCD = A user-created name. If you created
a variable by this name,it could be
found in either the menu or
the SOLVR menu. If you created a
program by this name,it would be
found in the |USER| menu.

How To Use This Book 7



Menustypically include more menu labels than can be displayed above the
six redefinable menu keys. Press and to roll through the
menu options. For simplicity, and are NOT shown in the
examples.

Solving for a user variable within = SOLVR = is initiated by the shift key, fol-
lowed by the appropriate user-defined menu key:

[ ]JZABCDE=.

The keys above indicate the shift key, followed by the user-defined key
labeled "ABCD". Pressing these keys initiates the Solver function to seek a
solution for "ABCD"in a specified equation.

The symbol indicates the cursor-menu key.

Interactive Plots and the Graphics Cursor: Coordinate values
you obtain from plots using the and digitizing keys may differ
from those shown, due to small differences in the positions of the graphics
cursor. The values you obtain should be satisfactory for the Solver root-
finding that follows.

Display Formats and Numeric Input: Negative numbers,
displayed as

o)

-12345.678

[[—11-21_3[—4,-5,-6[ e o o

are created using the key.

5
12345.678
[[1 [cHs],2 [cHs], ...

The examples in this book typically specify a display format for the
number of decimal places. If your display is set such that numeric displays
do not match exactly, you can modify your display format with the
menu and the = FIX = key within that menu. (For example, 2=FIXE
will set the display to the FIX 2 format.)
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Programming Reminders: Before you key in the programming
examples in this book, familiarize yourself with the locations of program-
ming commands that appear as menu labels. By using the menu labels to
enter commands, you can speed keying in programs and avoid errors that
might arise from extra spaces appearing in the programs. Remember, the
calculator recognizes commands that are set off by spaces. Therefore, the
arrow ( — ) in the command R—C (the real to complex conversion func-
tion) is interpreted differently than the arrow in the command — C
(create the local variable "C").

The HP-28S automatically inserts spaces around each operator as you key
it in. Therefore, using the [R],[—], and [C]keys to enter the R—C com-
mand will result in the expression R — C | and, ultimately, in an error in

your program. As you key in programs on the HP-28S, take particular
care to avoid spaces inside commands, especially in commands that
include an — .

The HP-28C does not automatically insert spaces around operators or
commands as they are keyed in.

A Note About the Displays Used in This Book: The menus
and screens that appear in this book show the HP-28S display. Most of the
HP-28C and HP-28S screens are identical, but there are differences in the

menu and = SOLVR = screen that HP-28C users should be aware of.

For example, the first screen below illustrates the HP-28C menu,
and the second screen illustrates the same menu as it appears on the
HP-28S.

 

 

 

 

HP-28C display. %:

I:
[sTo JIGENESEETNEcec JETTH

HP-28S display. %:

1:
mmml 

Notice that the HP-28C highlights the entire active menu item, while the
HP-28S display includes a small box in the active menu item.
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The screens shown below illustrate the HP-28C and HP-28S versions of

the = SOLVR = menu.

 
HP-28C = SOLVR = display.

1:
III0. 

 
HP-28S = SOLVR = display. %:

1:
Co1Ce1RJEspeslC)
    
 

Both of these screens include the Solver variables=AZ =BE =RE, =815,

and = EXPR= =. The HP-28C displays Solver variables in gray on a black
background. The HP-28S prints Solver variables in black on a gray back-
ground.

 

User Menus: A command follows many of the examples in
this book. If you do not purge all of the programs and variables after
working each example, orif your menu contains your Own user-
defined variables or programs, the menu on your calculator may
differ from the displays shown in this book. Do not be concerned if the
variables and programs appear in a slightly different order on your
menu, this will not affect the calculator’s performance.

10 How To Use This Book



 

Statistics Matrix Setup
 

This section describes the structure of the statistical matrices used in the
remainder of this book, and provides a number of techniques for manipu-
lating the data within the matrix. An approach to managing grouped data
is also described.

Statistics Matrix Setup 11



 

Initialization and Data Entry

The statistical calculations throughout this book generally operate on sin-
gle or paired columns of data collected in the variable XDAT. Thisstatist-
ical matrix can, however, hold additional data vectors, providing for multi-
ple pairing and analysis.

Ungrouped Data Matrix: The statistical matrix ZDAT for
ungrouped data has the form shown below.

X11 X12 7 Xim
x21 .xm eoe x%

Xn1 Xn2 *" Xpm

The matrix shown above has n sets (vectors) of statistical data, each con-
taining m data points.

Grouped Data Matrix: The approach used to manage grouped data
in this book is to collect data using the same functions as for ungrouped
data, including data entry and removal and data pair selection. However,
once the grouped data has been entered, the data matrix is stored in
another matrix variable, and the data is expanded into ¥DATas if it were
ungrouped data. This approach has a disadvantage in terms of memory
consumption since the data is effectively retained twice in the machine.
However,it greatly simplifies the steps and programs to compute basic
and advanced statistics on the data since many powerful functions for

ungrouped data are built into the HP-28S and HP-28C.

Thus, the grouped data matrix shown below is transformed to the
ungrouped form shown earlier prior to calculating statistics for the data.

X11 X12 7 X1m &1

X1 X2 *" Xop 82

Xn1 Xn2 7 Xom gn

Data vector one in the matrix above occurs g, times, data vector two
occurs g, times, and so on.

12 Initialization and Data Entry



Initialization and Data Entry Examples

At the beginning of each new problem, the currentstatistical matrix is
cleared by pressing = CLY =. A statistical matrix may also be saved for
later use by recalling and assigning it to another matrix variable.

 

 

Example: Clear the stack and the current statistical matrix, and then
enter the following ungrouped statistical data.

 74
 

  

 

 

 

 

 

 

Xi

26

30

44

50

62

68

Yi

92

85

78

81

54

51

40  
 

3
2
1-

 [=+|T-[Wr|iLz|sToz]kilz]
 

Now recall the statistical matrix and copyit to another variable named

[CLEAR] [STAT] =CLE==
[26,92 =x+=
[30,85 Zx+=
[44,78 =x+=
[50,81 =x+=
[62,54 =3+=
[68,51 =x+=
[74,40 =3+=

UNGR.

=RCLE =

'UNGR [STO

 

1: [[ 26 92 1
[ 38 85 1
[ 44 78 1

 

[+-NELT 5T0E  
 

 

 
3:
2:
1:
EEITSOS
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Example: Clear the current statistical matrix and enter the following
set of grouped data.

X Vi &

  
 

 

  

 

 

  
  

  

 

48 151 1
52115 3
38 143 1
44 136 6
41 128 2

=CLz = 3:

[4.8,15.1,1 E5+= o
[5.2,11.5,3 =x+= E+T-NECLEST0ERCLE]
[3.8,14.3,1 =x+=
[4.4,13.6,6 =x+=
[4.1,12.8,2 =x+=

Recall this matrix of grouped data, copy to the variable GRUP, and re-
display the matrix.

' GRUP 1:
 

 
=RCLE

= RCL®

i  

1 
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Data Removal

The last data vector in the statistical matrix is easily removed by using
=x- = Removal ofa specified vector other than the last entry is accom-
plished with the program on page 16.

Last Data Vector Removal: Remove the last data vector from the
ungrouped data matrix and display and view the matrix contents.

Clear the stack and recall the ungrouped data from the variable UNGR.
 
|CLEAR]| [USER| ZUNGRZ= 
 

 

1: [[ 26 92 1
[ 38 85 1
[ 44 78 1

[GRUFJZORTJUNGE]|] 

Make this matrix the current statistical matrix.

=STOR =

Now remove the last data vector.
 

i ™ | i
l

 

 

 NTTN

 

 

 

 

3:
2:
1: L 74 48 1
TITST 

Recall the matrix to the stack and examine the contents.
 

 

1: [[ 26 92 1
L 38 85 1
[ 44 78 1
NTSTS 

Note that there are now six, rather than seven, pairs of data in the statisti-
cal matrix. UNGR still contains the original data set.

Initialization and Data Entry 15



Arbitrary Data Vector Removal: Key in the program below for
removing a specified data vector from the current statistical matrix.

Program: Comments:

« NY SWAP - & n Compute number of rows below row
to be discarded.

« 1 n 1l + START X- Stack rows from the bottom through
NEXT the discard row.

DROP Drop the discard row.

IF n O # THEN 1 n Put the rows below the discard row
START Y+ NEXT END » back into the statistical matrix.

»

'DELI

Example: Remove the third data vector from the currentstatistical

 

 

 

 
 

  

 

matrix.

CLEAR 3:

3 [USER] EDELIZ o
IEE%GTRTI

Display the matrix.

[STAT] =RCLEE [<>| 1: [[ 26 92 ]
L 38 85 1
[ 58 81 1]
[ 62 54 1  
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Data Column Extraction

The program GET1 retrieves a column of data from the currentstatistical
matrix. The desired column numberis passed to the program in level one
of the stack.

Program: Comments:

« RCILY DUP TRN STOX Save the original data and transpose
to drop unwanted columns in row
form.

SWAP 1 + NX DUP2 IF Drop all rows (columns) beyond
< THEN START X- DROP specified one.
NEXT ELSE DROP2 END

Y- SWAP STOX » Get specified column; restore data.

'GET1

Example: Get a vector containing the elements of the first column of
the currentstatistical matrix.

 

3:
2: [[ 26 92 1_ [ 38 85,
1: [ 26 38 58 62 68 1
Z0ATGETIJDELT|SRUF[UNGR]]

1 [USER| =GET1=

  

Initialization and Data Entry 17



Data Sets With More Than Two Variables

The user variable ¥PAR contains a list of four real numbers. The first two

numbers determine the columns of the statistical matrix operated on by
the statistical functions of the calculator.

The command = COLE = takes two column numbers from the stack and
stores them as the first two objects in the list in the variable EPAR.

Example: For the multiple-pair data set below, specify columns one
and three as the pair for analysis. (This capability will be discussed further
in later examples in this book.)

LoXx; Y

126 92

2 30 85

344 78

4 50 81

562 54

6 68 51

7 74 40  
Clear the stack and the current statistical matrix, and enter the data above.
  

 

 

     
  

 
 

[CLEAR]| [STAT| =CLE= 3:
[1,26,92 =x+= e
[2,30,85 Ex+= NAT
[3,44,78 =x+=
[4,50,81 =x+=
[5,62,54 =x+=
[6,68,51 =x+=
[7,74,40 =x+= 

Now specify columns one and three as the pair of data vectors for analysis.
 

 

1,3 =com= 3z
H
TTTI)I 
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Recall the statistical matrix parameters to examine the columns specified.

=¥PAR= 3
2

t13688 32
ITNSADT

 

 
 

Columns one and three are the currently specified data vectors. This pro-
cessis useful for multiple data vector manipulations or regressions on
multiple sets of data with the same base- or time-line.

Initialization and Data Entry 19



Grouped Data Matrix Transformation

The program below transforms grouped data in the current statistical
matrix to an ungrouped form in the current statistical matrix.

Program: Comments:

« RCLY ’'GD’ STO RCLX Recall the grouped data and save it
in GD.

CLY ARRY-> LIST- DROP Transform grouped data to element
> nmnm form and save the dimensions.

« 1 n START Loop n times.

m ROLLD m 1 - 1 Save g; in stack; place data in tem-
-LIST -ARRY = ar porary vector for expansion.

« 1 SWAP START ar X+ Setup and accumulate ar g; times.
NEXT »

NEXT » » Repeat outer loop.

' XFRM

Example: Use the program XFRM to transform the grouped data
matrix GRUP.

With the program entered and stored, recall the grouped data matrix and
make it the current statistical matrix.
 

CLEAR ar
USER] ZGRUP= F
STAT] ESTOx= NTNS  
Now run the program XFRM on the grouped data and recall the current
statistical matrix to review the data.
 

 
 
Lo B

STAT] =ROLES [ 4.4 13.6 ]
E-N:Lz[sTez[heLz]  

Use to scan the matrix. Note how the program builds the
transformed, ungrouped matrix from the bottom to the top of the grouped
data.

Purge the grouped data matrix GD. The original data exists in GRUP.

'GD

20 Initialization and Data Entry



Basic Statistics for Multiple
Variables
 

This chapter provides keystrokes and programs to calculate a variety of
basic statistics on the currentstatistical matrix. These statistics include
mean, standard deviation, variance, and covariance on both samples and
populations. Techniques for calculating the correlation coefficient,
coefficient of variation, sums of products, normalized data, moments, and
delta percents on paired statistics are also included.

The current statistical matrix is assumed to be ungrouped data in the cal-
culations that follow. For grouped data, the statistical matrix should be
transformed by the program XFRM described in the previous chapter.
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Sums and Means

Sums and means for each column ofstatistics in the currentstatistical
matrix are easily calculated on the HP-28S or HP-28C. The mean and
sum are computed from the formulas

2 X;
mean = —

1=1 n

and

n

sum = Y x;
i=1

where x; is the ith coordinate value in a column, and # is the number of
data vectors.

Example: Compute the sums and means for the ungrouped data stored
in the variable UNGR.

First, clear the stack and recall the matrix. Remember, your display
may differ from the display shown here.
  

 

  

 

  

  

 

|CLEAR| [USER| = UNGRZ 1: [[ 26 92 1
[ 38 85 1]
[ 44 ¥8 1

[UNGEWFREM[GRUF]||

Specify this matrix as the current statistical matrix.

=STOR= %

1 E
E+E-NECLE|STOZ[KCLE

Compute the column totals.

=TOT = 3:
2t
1: [ 354 481 1
T0T_JMERN]SDEYWARMARE[MINE]  

Compute the means for the two columns. Change the display setting to
two digits following the decimal point.
  

 

 

=MEANE [MODE| 2 =FIX= ET
2: [ 354.80 481.88 ]
1: [ 58.57 68.71 1
IENPNSTDT 
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Example: Weighted Mean. For grouped data, the statistical matrix
should be transformed by the program XFRM described on page 20.

Compute the weighted mean for the grouped data stored in the variable
GRUP.

First, clear the stack and recall the matrix.

=CLE=
|CLEAR| [USER| =GRUP=
 

 

 

 

m
m
m

W
y

Q
0
O
M
J
0
D

2
E
E

k
e
e
e

S
0

W
=

R
E
E

=
=
(
-

2
R

A
R
E

L

[INGE |HFEM |GELIF ] 

Specify this matrix as the currentstatistical matrix.

=STOx =
 

 
=
r
a
)

ITAOS 

Transform the matrix and compute the column totals.

 = XFRM=
STAT] =TOT= 

 

 

3:
21
1: [ 58.88 171.16 1]
[T0T_[MEAN]ZDEY|WAR_JHART[MINE| 

Compute the mean. The weighted mean of the grouped data is simply the
mean of the transformed grouped data matrix.

= MEAN=
 

 
2: [ 58.88 171.18 1]

: [ 4.52 13.16 1
[10T_[MEAN]ZOEY|WHE_JMARE[MINE| 
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Standard Deviation, Variance, and
Covariance

Both sample and population statistics are readily computed using the
built-in functions of the HP-28S or HP-28C. For the population statistics,
a short program described in the "STAT" section of the reference manual
makes calculation of the population statistics easy.

Standard Deviation

The standard deviation of the sample and population are given by the fol-
lowing formulas.

Sample Standard Deviation:

1

S5 = [fii(%‘ —'55—)2]5
i=1

Population Standard Deviation:

1

Oz = [%ié( X X)? ] ’

Variance

The variance of the sample and population are given by the following for-
mulas.

Sample Variance:

ilé("* T2 Sp2=
n

Population Variance:

0,2= - 3(5 %)?
nia

For the formulas above, x; is the ith coordinate value in a column,xis the
mean of the data in this column, and »n is the number of data vectors.
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Covariance

The covariance of the sample and population are given by the following
formulas.

Sample Covariance:

 
Sgy = n—I[E(x:ml ml)(xz'mz_x_ng)]

Population Covariance:

 

=':'l— é(-xfin1_}_"’"1 )(x*"?—x_"z )]

In the above formulas, n is the number of data vectors, x;, is the ith coor-

dinate value in column m 4, and x,,is the mean of the data in column m,.

Computing Sample and Population Statistics

A program of the general form <« MEAN X+ fn X- DROP »,
where " fn" is replaced by the appropriate HP-28S or HP-28C function
(SDEV, VAR, or COV), will compute the population statistics for
the specified function.

Example: Compute the sample and population standard deviation, vari-
ance, and covariance for the ungrouped statistical matrix.

First, key in the population statistics programs. (A fast way to key in the
second and third programs is to duplicate and EDIT the previous program
with the function change.)
 

 

 

 

2t « MEAN I+ YAR Z- DR..
« MEAN ¥+ SDEV £- DROP 1: « MEAN 2+ COV Z-DROP »

z+=-NzCLT|SToz]Relz]
« MEAN =+ VAR ¥- DROP

« MEAN T+ COV - DROP

Store the population statistics programs.

' COVP
/' VARP
’SDVP IOTNTGT

 

=
P

 
 

Standard Deviation, Variance, and Covariance 25



Now compute the sample and population standard deviations.

= UNGRZ
 

STAT| =STOZ= =
USER| =SDVP =

= SDEV =

 

 

3:
2: [ 18.568 28.68 ]
1: [ 17.13 18.51 1
IECEKTTBTBT
 

Compute the sample and population variances.

 

 

CLEAR
=VARE
=VARP = 

 

3:
2: [ 242.29 399.98 ]
1: [ 293.39 342.78 1
ETETSTTEERETTA 

Compute the sample and population covariances. Specify columns one
and two in ¥PAR if they have been set otherwise.

 

 

1

 

 

3:

2 -354. 14
i: -3B3.55
IOITBR
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Correlation Coefficient and Coefficient of
Variation

The correlation coefficient and coefficient of variation are computed by
the following formulas.

Correlation Coefficient:

5(Sim,)iy~T)
 

N
|
-

>(Xim, = X, )2 30 (i,= Xm, )2
1=1 1=1

Coeflicient of Variation:

S.’E

Vz =" 100

X

The terms are defined in the previous problem section.

Compute the statistics above for the grouped statistical data GRUP.

First, recall and transform the grouped data into the current statistical
matrix.
 

 

 

CLEAR 17 [[ 4.80 15.10 1.68 ]
TITE [ 5.26 11.50 3.808 1

USER] =GRUP [ 3.86 14.30 1.60
ITTATI

STAT| =STOR= %

—mm  
Now transform the grouped data into its ungrouped form.
 

 

USER| =XFRM= %:

i:
(ZOAT50SOUFWAEECOVFRFFH 

Compute the statistics.
 

=CORR=

H
N
U
J

 
-8.62

mmm- 

Correlation Coeflicient and Coefficient of Variation



The correlation coefficient is calculated with a built-in function.

Coefficients of variation are calculated by entering the following program.
 

« SDEV ARRY-> DROP 1: fiEEEEERE$R‘(EIg$DP
> 3

MEAN ARRY=> LIST= DEOP + n € 1 1.060

DROP » n « n 1 FOR x FOR ¥ x n + ROLL n  
X n + ROLL n 1 +

ROLL +- 100 x -1 STEP

n 1 -LIST -ARRY

[ENTER] [<>]

Store the program in the variable V'CO.
 

  
 

 

’VCO [STO] 4:

1:

Compute the coefficients of variation.

=VCO= 31
21
1: [ 9.93 8.42 1]
ISTOTT  

The statistical matrices GRUP, GD, and UNGR are not used in further

examples. Purge them and the variables VCO, SDVP, VARP, and COVP.

{’GD’ GRUP’ 'UNGR’ 'VCO’ ' SDVP’ ' VARP' / COVP’
[PURGE]
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Sums of Products

The HP-28S and HP-28C matrix functions provide an easy method of
computing the sums of products of statistical data. A matrix multiplied by
its transposed matrix will produce the result shown below.

Let the currentstatistical matrix be

X11 X12 7" Xim

X21 X2 ™" Xom

Xnl Xn2 77 Xpm

Then MT - M is an m xm matrix of the form

Sxi? Yz T YXitim

Mtz 2Kt T YXidKim

SXitim DXidim T DKim

IfM represents columns of statistics then each element of M7 - M
represents the sum of products of two columns of statistics such thatall
pairings of columns in M are accounted for.

Example: Compute the sums of products on all pairings of the follow-

 

 

  

 

 

  

  

  
  

ing data.

10 4 7

2053

392

521

745

Key in the statistical data.

3:
STAT] ZCLB= &
[10,4,7 =z+= [T+=-NXCLE |5
[20,5,3 =32+=

[3,9,2 =x+=

[5,2,1 =2+ =

[7,4,5 ==+ = 
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Compute the sums of products.
 

  
 

 

=RCLE=Z =ZRCLEZ= 1: [[ 583 285 176 1]

[ARRAY| STRNZ= [SWAP] [ 285 142 83 ]
= [ 1¥v6 83 88 11

MODE| =STD = BTEEFEIDT 
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Normalized Data

A column of data in the currentstatistical matrix can be normalized by
transforming each element as shown below.

, Xy
n

I
=1

 

x; " is created by dividing the original x; by the sum of the column data.

Example: Compute a normalized vector from the second column of the
data of the previous section.

First, use program GET]1to extract the second column.
 

[CLEAR] 3:
2 |USER| =GET1= 1: [ 45924 ]

ETIBTTA. 
 

Key in the program below. The program divides each element of the vec-
tor by the sum of the absolute values of each of the elements.
 

« DUP CNRM INV x 41

[ENTER] [<>] %E [ 45924 ]
{:  « DUP CHRM INV * %   

Now execute the program.
 

[EVAL] 4
2
1 [ .166666666667 .28..
 

= ARRY>» = will break the vector into component form for examination. The
program can be stored for repeated use if desired.
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Delta Percent on Paired Data

The delta percent of a pair of columnar data can be computed by the pro-
gram below.

new —old

old

Old represents the first column of data specified in XPAR, and new
represents the second column of data specified in ZPAR.

A% =

Delta Percent Program

For this program to work properly, you mustfirst create the variable
YPAR. If ¥PAR does not appear in the USER menu, you can create it by
the keystrokes 1,2 COLX. If you are working with only two columns,
you can simplify the program below by removing the flexibility to specify
the columns to be used in the computation; i.e., ¥PAR 2 GET can be

replaced by the column number desired, and similarly, ¥PAR 1 GET
can be replaced by the other column number.)

The program below assumes the program GET1 is already resident in the
calculator.

Program: Comments:

« YPAR 2 GET GET1 Get the data from the two columns

ARRY-> DROP XPAR 1 on the stack.

GET GET1 ARRY-> DROP

NX 1 FOR X x NY + Roll down and store new.

ROLL = new

« N¥Y¥ ROLL - old Roll down and store old.

« ! (new-old)+old’ Compute the delta percent.
EVAL » »

=1 STEP NX 1 2 -LIST Count down until complete, then
-ARRY » structure the data into a column.

’DLTA
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Example: Compute the delta percent between columns one and three
of the data originally entered in the Sums of Products, on page 29.

Select columns one and three.
 

51
1,3 [STAT] SCOm= e

(CoLECokfcovLE_JFEEDV]|  
Now compute the delta percent between the pair of columns.

=DLTAZ 1: [E _'3511

[ -.333333333333 1
HTHISEEEETRAEE

 

  
Purge variables created in this section.

{/DLTA’’XFRM’ 'DELI’ '¥PAR
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Moments, Skewness, and Kurtosis

For grouped or ungrouped data, moments are used to describe sets of
data, skewnessis used to measure the lack of symmetry in a distribution,
and kurtosisis the relative peakness or flatness of a distribution.

For a given set of data

X1

X2

Xn

the moments and moment coefficients are calculated by the following
expressions.

1st Moment:

2nd Moment:

3rd Moment:

Mma= —Yx-SF2+2%3 n T n T

4th Moment:

=——Ex——x2x3+—xYx2-3x*

Moment Coefficient of Skewness:

mg
M=1 m32

Moment Coefficient of Kurtosis:

nmy
T2= 7

m22
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Calculating Moments, Skewness and Kurtosis

Two programs for computing moments, skewness, and kurtosis are
described below. The first program requires specification of a column of
data for the current statistical matrix. It calls the second program repeat-
edly to compute various sums of powers of the columnar data.

The program below assumes the program GET1 is already resident in the
calculator.

Program:

« GET1 N¥ 1 2 -LIST
RDM

RCIY SWAP STOX

2 SUMO NX <+ MEAN SQ

- M2’ STO

SUMO 2 SUMO MEAN x

x = NX + MEAN 3 ~

x + M3’ STO

4 SUMO 3 SUMO 4 x 2

SUMO 6 x MEAN x -

D
W
W

MEAN x - NX + MEAN 4

A3 x = M4’ STO
rM3+M271.5’ EVAL
"GM1’ STO

rM4-+M272' EVAL ’'GM2'
STO

STOY »

’MOMS

Program:

« 5 p « RCLY ARRY>
DROP
0 1 NX START

SWAP p &~ +

NEXT » »

’ SUMO

Comments:

Retrieve the specified column and
transform it into a column vector.

Save the current statistical matrix on

the stack; store the column vector.

Compute the second moment.

Compute the third moment.

Compute the fourth moment.

Compute the coefficient of skewness.

Compute the coefficient of kurtosis.

Restore the complete statistical array.

Comments:

Store the power for Yx? and place

the data separately on the stack.

Zero for sum accumulation, set up
loop count.

Compute x;? and sum.
Complete loop, end program.
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Example: Compute the first through fourth moments and the
coefficients of skewness and kurtosis for the data below.

  
Clear the current statistical matrix and enter the data.
  

 

 

  
 

 

  

 

  

 

  

 

[CLEAR| [STAT| =CLE= T
[2.1,1.1 =%+= <t
[3.5,3.8 =x+= ITST
[4.2,4.4 =5+=
[6.5,9.7 Zx5+=
[4.1,3.2 =5+=
[3.6,2.2 Ex+=
[5.3,1.6 Ex5+=
[3.7,5 Zz+=
[4.9,1.7 Ex+=

Compute the first moments.

=MEANZ [MODE| 2 =FIXE 32

7 [ 4.21 3.63 1]
IETPOTWT   

Specify the first column and compute the other x; moments and

coefficients.
 

  

1 = MOMS = g:

i [ 4.21 3.63 ]
(r2|arL|M4|M3|M2|Z0AT] 
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Display the second,third, and fourth moments.
 
 

 

 
 

 

 
 

 

 

 

 

 

=M2= =EM3E =M4= 3: 1.39
23 B.39
1: 2.49
IPTENEET

Display the coefficients of skewness and kurtosis.

=GM1= =GM2= 3: 5.49
23 B.24
1: 2.84
IRTIEETT

Repeat the process for the second column of data y;.

2 =MOMS= 3: 6.20
SM2= SM3= =M4= < 1EL: 58

IRPIITBT

=GM1= =GM2= 3: 159.43
2: 1.28
[toMLMYM3M20aT) 
 

Purge variables created in this section.

{'MOMS’ SUMO’ M2/ M3’/ /M4’ 'GM1’ ' GM2

Moments, Skewness, and Kurtosis 37



Regression
 

A variety of regression techniques are performed easily with either the
HP-28S or HP-28C. The calculator’s built-in matrix manipulation and sys-
tem solution capabilities, coupled with data and curve plotting, make it a
very capable tool for regression analysis.
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Curve Fitting

This problem section describes programs to compute linear, exponential,
logarithmic, and power curve fits to a set of data points in the currentsta-
tistical matrix. Any or all of the curve types may be selected to find a best
fit. The data and regression equation may be plotted, and estimates from
the regression equation are easily computed with the Solver.

The programs and instructions that follow are designed for flexibility in
trying different types of regressions on the same data. If your analysis
requirements are for linear regression only, you should use the built-in
commands for linear regression, described in the owner’s documentation.

For a set of data points (x;,); ), the regression equations for four types of
curves are shown below.

Straight Line (Linear Regression):

y =a +bx

Exponential Curve:

y =ae” wherea >0

Logarithmic Curve:

y =a +bln(x)

Power Curve:

y =ax® wherea >0

The regression coefficients @ and b are found by solving the following sys-

tem of linear equations.

n X, Y,
YX;, $X.2 m - [ZK-XJ

where the variables are defined below.
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Regression A X; Y;

Linear a X; ¥

Exponential Ina X; Iny;

Logarithmic a Inx; ¥i

Power Ina Inx; Iny;

The coefficient of determination is

ANY; +bYXY, —-1-(N )?n

S(H-(DY
The programs below apply the least squares method,either to the original
data or the transformed data, as described above. For all regression types,

the original data is restored after the computation of the regression equa-
tion. This allows for multiple regression types to be tried on the same

data set.

 R2=

Key in the four programs below. These programs define the data
transformations and the equation-generating transforms for the general
curve fitting program. For convenience, change to the menu and
use the menu items as you key in the program. Notice thatit is not neces-
sary to key the closing delimiter "»" before you press [ENTER].
 

 

1: « <« LN SWAP LN SWAP
« « » « X + » i 3¢:F?¥H§ ~ SWAFP EXP

FIT TTRITT
 

« « LN » « x EXP SWAP

EXP x » FIT
« « SWAP LN SWAP »

« LN x + » FIT

« « LN SWAP LN SWAP »

« SWAP ~ SWAP EXP x »

FIT

Store the programs above. Note that the LIN program defines a null
transform to the data. Your menu may differ from the one shown

below.
 

  

g=
' PWR [STO :1:
' LOGF CLIN[EXFFLOGFFRE[GETL]|
' EXPF
'LIN [sTO
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Keyin the general curve fitting program below. The program uses the
transforms defined above in the calling programs and returns the regres-
sion equation and coefficient of determination for a measure of the good-
ness offit.

Program:

« = xfl1l xf2

« RCLXY

<2 n

« 1 n START X¥- ARRY>

DROP xf1 EVAL NEXT

n 2 2 -LIST -ARRY

STOY »

LR DUP2 RCLYX TRN

RCLY x

{2 1} GET x TOT {2}

GET SQ NX + - SWAP

TOT {2} GET x +

NX + MEAN ¥+ VAR ({2}

GET =+

TMP ’'TMP’

"TMP’ STO NX

PURGE STOXZ

ROT ROT ‘X’ xf2 EVAL
STEQ RCEQ » »

'FIT

Comments:

Store data transform and equation
generator.

Save original data; get data count for
looping.

Transform original data onto stack.

Put transformed data into current

statistical matrix.

Compute4 and b; duplicate for
regression equation and R2.

Compute numerator of RZ,

Compute denominator of R?

(n VAR, (Y;))-
Restore original data; purge tem-
porary variable.

Generate regression equation and
store.

Key in the plotting program below. The program scales the plotting
region by the statistical data and overlays the data and curve plots.

« CLLCD SCILY DRWYX DRAW

 
21
1: &« CLLCD SCLZ DRMWZ

DRAW *
[ZTECRCEC[FMINIFRARJTNDEF]DRAL

 

  
Store the program in the variable PLOT.

' PLOT
 

 

3:

£
ZTEc:|RLECt|FMIN|FHAi[TNDEF|DGR 
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You may choose to enhance the program above by modifying the axes
position according to the data set (for example, changing the axes position
to the midpoints between the minimum and maximum points).

Example: Fit the following set of data into a straight line.

 

[ x; ¥i|

40.5 104.5

38.6 102

379 100

36.2 97.5

351 955

346 94 
Clear the current statistical matrix and enter the data.
  

  

  

   
 

  

  

  

 

  
 

=CLZ= q:
[40.5,104.5 =3+ = e
[38.6,102 =x+= BNTTT
[37.9,100 =x+=

[36.2,97.5 =2+=

[35.1,95.5 =2+=

[34.6,94 Ex+Z2

Compute the regression equation and coefficient of determination.

USER] SLINE 31
21 8.99
1: '33.53+1 7%’
IEENTT0AST

 

  
Plot the equation.

=PLOT= r#ffl,,flf’#“’#fflkfflffflJ.

Find estimatesfory atx = 37 andx = 35.

 

   

  

 

[ATTN| [SOLV] =SOLVR=
37 EXPR= =
35 EXPR=

i
l x 1 95.13

I_H_JEE_IL_JL__II_I;I;  i HH
IH

m

1 x i?
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Example: Fit the following set of data into an exponential curve.

X )i

72 216

1.31 1.61

1.95 1.16

2.58 .85

3.14 O.5A  
Clear the current statistical matrix and enter the data.
 

 

  

   
 

 

 

[CLEAR] gt
STAT| ZCL== o
[.72,2.16 Zx+= SAT
[1.31,1.61 =x+=
[1.95,1.16 =x+=
[2.58,.85 =x+=
[3.14,.5 =E5+=

Compute the regression equation and coefficient of determination.

[USER] ZEXPF= 2: B.98
I 'EXP(-(B.58%¥X))#%3.45

FITLIMJEXFFLOGFFI4RGET]

 

  
Plot the equation.
 

=PLOT=

   
Find estimates fory atx = 1.5 and'x = 2.
  |[ATTN| [SOLV]| = SOLVRE

1.5 =X= ZEXPR==
 

1.88
% JERFE=]( Il 1l ] ]
  Y

-
n
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Example: Fit the following set of data into a logarithmic curve.

xi yz

3 15

4 93

6 234

10 45.8

| 12 60.1]  
Clear the current statistical matrix and enter the data.
 

 

  

  
 

 

  

 

  

31
STAT] ZCLz= o
[3,1.5 =3+= F+E-WECLE|STOZ|RCLX]
[4,9.3 Ex+=
[6,23.4 Ex+=
[10,45.8 E3+=
[12,60.1 =x+=

Compute the regression equation and coefficient of determination.

USER ELOGF =
 

3
2 8.98
10 '-47.82+41.39%LN(RY '
FITLINJERFFJL0GFPRGET] 
 

Plot the equation.

Find estimates fory atx = 8 andx = 14.5.

 

  
 

 
 

 

     

|ATTN][SOLV] =SOLVR=
8 SX=SEXPR-= < 6367
14 =XE ZEXPR=Z= I_H_IEB_II_IL_____JI___.IL__J
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Example: Fit the following set of data into a power curve.

Xi .Vi-

10 .95

12 1.05

15 1.25

17 1.41

20 1.73

22 2.00

25 2.53

27 298

30 3.85

32 4.59

| 35 6.02)  
Clear the current statistical matrix and enter the data.
 

 

  

 

   
 

 

  

  

  

  

 

  
  

3
STAT] ZCLB= +
[10,.95 =2+ = EIEEEIEA ErHEs

[12,1.05 =x+=
[15,1.25 =x+=
[17,1.41 =x+=
[20,1.73 Sx¢=
[22,2 Sx:=
[25,2.53 =x5+=
[27,2.98 Z3+=
[30,3.85 =x+=

[32,4.59 =x+=

[35,6.02 =x+= 

Compute the regression equation and coefficient of determination.
 

 

= PWR= 3t
23 @.94
1: '®™1.46%60,.83"
IRIGT 

Plot the equation.
 

= PLOT =
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Find estimates fory atx = 18 andx = 23.
  

 

 

[ATTN][SOLV] = SOLVR= !flflflm
18 =XZEXPR== i: 2.52
23 =X= =ZEXPR== CEIEsEE=l Il Il Il ]
    

Multiple Regressions on the Same Data

Because the original, untransformed data is restored to the current statist-
ical matrix, repeated and different regressions can be tried on the same
data set. The equation plots can also be overlayed with a simple program
like the one that follows.

Example: Plotting Multiple Regressions. For the data entered
for the power curve fit in the preceding example, plot the curves for both
power and exponential regressions, and compare their relative coefficients
of determination.

The program below performs the power curve fit, plots the data and
curve, performs the exponential fit, and drawsit.
 
21

« PWR PLOT EXPF DRAW I: « PUR PLOT EXPF DRAW

[STE|RCEG:|FMIN|FHAt[INDEF)DR  
Execute the program. Note: You may find it necessary to purge unused
variables to provide sufficient space in the HP-28C for both the curve
fitting program and graphics display memory.

/

Now compare the equations and the coefficients of determination.

 

   

 
4: 8.94
3: '¥™1.46%0,.83"'
2: 8.9
1: 'EXPCB.07%xX)¥0.41"  

The exponential curve is a betterfit.

Program PLOT is used in the Polynomial Regression section. If you wish,
you can purge the other variables and programs created in the section.
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Multiple Linear Regression

This problem section provides a program for computing regression
coefficients to a linear equation in two or three independent variables by
the least squares method. The coefficient of determination is also com-
puted, and point estimates based on the regression line can be computed.

Two Independent Variables

For a set of data points (x;,y;,f; ), the linear equation has the form

t =a +bx tcy

Regression coefficients a, b, and ¢ are calculated by solving the following
system of equations.

noo3x i [, Mt

Y YYy ||p| = Xoxt

Yy Ty Ly (Mt
The coefficient of determination is defined below.

azt,- +b2x,-t,- +CEy,-t,- - %(Ett )2

£- (56 )P
R?= 

Three Independent Variables

For a set of data points ( x;,y;,2;,), the linear equation has the form

t=a +bx +cy +dz

Regression coefficients a, b, ¢, and d are calculated by solving the follow-

ing system of equations.

noMxo My M 4 Mt

dox; Y2 Yy Yz b Xt

Vi DX E}’i2 Sz ||€ - dyiti

Yz Yzx Yz Eziz d Dzt
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The coefficient of determination is defined below.

ayt; +bYxit; +cYyit; +dYyzit; - l( Yt )?
n

42 - (54
The following minimum condition for the number of data points » must be
satisfied:

R?= 

m >3 for the case of two independent variables.

m >4 for the case of three independent variables.
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Multiple Linear Regression Program

The program below finds the regression line for both two and three
independent variables. It also calculates R2,

Program:

« RCILY SIZE LIST=

DROP = m

« 1 =LIST 1 CON
ARRY-> DROP

RCLY TRN ARRY-= LIST=
DROP SWAP 1 + SWAP 2
-LIST -ARRY

DUP TRN x

mml + 2 -LIST RDM

TRN ARRY-> DROP m 1 2
-»LIST -ARRY = rhs

« mm 2 =LIST -ARRY

INV rhs x

DUP TRN rhs x ARRY>

DROP

TOT m 1 -LIST GET SQ

NY = -

NX - MEAN ¥+ VAR m 1

SLIST GET -+

Y= DROP » » »

"MLR

Comments:

Begin to build the left-most matrix in
the system of equations. m is the
number of elements in each data
vector.

Generate NX 1’s on the stack.

Combine the 1’s into the array.

Generate the first row and column

and covariance data.

Drop the last row by redimensioning.

Pull out the right-hand-side of the
system solution and save.

Form the left-hand-side matrix,
invert, and compute the regression
coefficients.

Compute the first m terms of the
numerator of R2.

Complete the numerator.

The denominator of R? is
nVARopuation:

Undo the change made to compute
the population variance.
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Example: Find the regression coefficients and coefficient of determina-
tion for the following set of data.

725 6 60
129 15 52

11 56 8 20
11 31 8 47

| 752 633  
Clear the current statistics matrix and enter the data.
 

 

 

    

  

  

 

[CLEAR] 3
[sTAT] =CL= 7
[7,25,6,60 Ex+= STNT
[1,29, 15 52 =x+=
[11,56,8,20 T
[11,31,8,47 =x+=
[7,52, 6 33 =3+=

Compute the regression coefficients and coefficient of determination.
 

 
=MAE §= [[ 183.4473 1 [ -1
4 SPXS I: 8. 99584

TGT  
The coefficient of determination is 0.9989 .

Drop it and display the values for a,b,c, and d.
 

DROP 1: [[ 183,4473 1
[ -1.2841 ]
[ -1.8269 ]
[ -1.3395 11    

The regression line is ¢ = 103.4473 — 1.2841x - 1.0369y — 1.3395z.

You can also compute estimates for ¢ by multiplying the regression
coefficients matrix by a matrix of values for the independent variables.
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Example: Find¢ forx=7,y =25 andz=6,andx =1,y =29, andz =15
for the problem above.

First make a copy of the coefficient matrix for the two computations of ¢ .
Enter the first set of values for the independent variables. Note that a one
is entered for the multiplication with the coefficient a.
 

  
 

 

[ENTER] 4:
[(1,7,25,6 3 0C 103.4473 1 [ -1.

1: [[ 68.4985 1]

The estimate ¢ is 60.4985 .

Compute ¢ for the second set ofvalues.

[DROP] 41
[[1,1,29,15 2

1: [[ 52.8688 1]    
Example: Find the regression line and the coefficient of determination
for the following data.

X Y L

1.5 0.7 2.1

045 23 4.0

1.8 1.6 4.1

28 45 94

Clear the stack and the current statistics matrix; enter the data.
  

 

  

 

  
  

  

[CLEAR| [STAT] =CL= = 3:
[1.5,.7,2.1 =x+= g
[.45,2.3,4 =x+= NTSST
[1.8,1.6,4.1 Zx+=
[2.8,4.5,9.4 =x+= 

Find the regression line and coefficient of determination.

=MLRZ
 

3:
2: [[ -8.8971 1 [ B.7.
1: Ba.9984
(ZOATMLEJFLOTJGETI]]]    
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[DROP] 1: [[ -8.8971 1]
[ 8.7914 ]
[ 1.6269 11

TTTRN.  
The regression line ist = —.0971 +.7914x + 1.6269y . The same tech-
niques described in the previous example may be used for computing ¢.

Save programs MLR and PLOTfor the Polynomial Regression section.
Purge the other variables created in this section.
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Polynomial Regression

This problem section provides general programs for calculating the regres-
sion coefficients of parabolic and cubic equations for sets of paired data
points using the least squares method. The coefficient of determination is
also computed, and point estimates based on the regression equation can
be computed.

Parabolic Regression

For a set of data points (x;,y; ), the parabolic equation has the form

y =a +bx +cx?

Regression coefficients a, b, and ¢ are calculated by solving the following
system of equations.

no Yx Y2, Yy

Y Yx2 YxP| (bl = Sy

Exiz Exis in4 ¢ Exi%"i

The coefficient of determination is defined below.

1
ayy: +bYxy +cyxn; - ;( Yy )?

1
it - —(X )?

R?= 
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Cubic Regression

For a set of data points ( x;,);), the cubic equation has the form

y=a +bx +cx?+ax®

Regression coefficients a, b, ¢, and d are calculated by solving the follow-
ing system of equations.

no Y % Yt . Yy

Y YYx Y| DXy

Yu? YYt YxS|le| [

> Yt Yt Yx® 4 >

The coefficient of determination is defined below.

1
aYy; +bYoy + ey +dYnd; - ;(i )?

1
>03 - ;(> )?

The following minimum condition for the number of data points n must be
satisfied:

R2= 

m n>3 for Parabolic Regression.

m n>4 for Cubic Regression.

Polynomial Regression Programs

The programs below transform the data to a form that can be used in the
multiple linear regression program on page 49. By modifying the statisti-
cal data inputs to the form [x; x;?2 y;], the multiple linear regression pro-
gram, MLR, computes the regression coefficients and coefficient of deter-
minatien for parabolic regression. Similarly, by including an x;® term, the
MLR program computes the coefficients for a cubic regression.

Program: Comments:

« SWAP DUP SQ 3 ROLL Form [x; x;2y;] and accumulate in
{3} -ARRY X+ » the current statistical matrix.

' PARA
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Program: Comments:

« SWAP DUP DUP SQ Form [x; x;2 x;3 y;] and accumulate
SWAP 3 ~ 4 ROLL ({4} in the current statistical matrix.
2ARRY Y+ »

[ENTER] *CUB [STO]

Example: Find the regression coefficients and coefficient of determina-
tion for the following set of data.

  
Clear the current statistical matrix and enter the data.
 

   

  

  

  

  

31
=CLz= <

USER HTIRIRR

.8,24 =CuB=
1,20 Ecus=
1.2,10 =CUB=
1.4,13 =cuB=
1.6,12 =cuB= 

Compute the cubic regression coefficients and coefficient of determina-
tion.
 

=MLR=

=
r
a
0
d

: [[ 47.9429 1 [ -9,.
: 8. 8655

CEUAT|CUE|FARA|MLE|PLOT|GETL]  
The coefficient of determination is 0.8685.

Drop it and display the values fora,b,c,and d.

1: [
 

[ 47.9429 1]
[ -9.7619 1
[ -41.6714 ]
[ 28.8333 11    
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The regression equation is

y =47.9429 — 9.7619x — 41.0714x2 + 20.8333x°

You can also compute estimates for y by multiplying the regression
coefficients matrix by a matrix of values for the independent variables.

Example: Findy forx =1 and x =1.4 for the problem above.

Enter the regression equation and use Solver to compute y'.
 

   

  

 

 

   

 

 

47.9429-9.7619xX~- %: [5?4343323 %61*5 ;:9
: 47, -9, %X

41.0714xX"24+20.8333xX"3 41, 871482420, 8323*

K3

Store the equation and computey for x =1.

[SOLV| =ESTEQE =SOLVRE

1SXE i: ' 17,9424
= EXPR= = CaJegeRsll__IC__IC__1C__1

Repeat forx =1.4

1.4 =X=

=EXPR== {: 10. 3429
eJesee=lC_OJC1   

With the regression equation entered above, compare the original statisti-
cal data to a plot of the equation.

First, clear the currentstatistical matrix and enter the original data. (For
larger matrices, the GET1 and the ARRAY menu functions can be used
to extract the first and last columns of data and construct the statistical
matrix without reentering of the data.)
 

 

  

  
  
  
  

31
STAT| ZCL== <
[.8,24 Ex+= BSTSST
[1,20 Ex+=
[1.2,10 =Ex+=
[1.4,13 =Ex+=
[1.6,12 =x+=
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Use the PLOTprogram from the section entitled "Curve Fitting" to plot
the data and the cubic equation.

Example: Find the parabolic equation and the coefficient of determina-

tion for the following data.

 

   

  |
Clear the stack and the current statistical matrix; enter the data.
  

 

 

    

  

  

  

  

  

[CLEAR]| [STAT]| =CLE= 31

1,5 =ZPARAS ITGT.
2,12 EPARAZ
3,34 =PARAZ
4,50 ZPARAZ
5,75 ZPARAZ
6,84 ZPARAZ
7,128 =PARAZ 

Find the parabolic regression equation and coefficient of determination.
 

 

 

=EMLR= 2:
1: [[ -4.0088 ]

DROP [ 6.6429 1
[ 1.£429 11  

The regression line isy = —4.0000 + 6.6429x + 1.6429x%. The same tech-
niques described in the previous example may be used for computing y.
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Test Statistics and Confidence
Intervals
 

Decisions based on sample data can be directed with the use of test statis-
tics. A variety oftest statistics for different hypotheses and assumptions
can be calculated with the HP-28S and HP-28C. This section presents
three such test statistics — paired ¢ statistic, ¢ statistic for two means, and
chi-square statistic. Additionaltest statistics for different hypotheses are
readily computed with similar, simple procedures. The test statistics are
used in conjunction with the upper-tail probability commands of the calcu-
lator to determine confidence intervals.
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Paired t Statistic

Given a set of paired observations from two normal populations with
unknown means g, o

the test statistic

with n —1 degrees of freedom can be used to test the null hypothesis

Hy:py = po

The variable definitions are

Di =X — W

R 1 n

D =—=%'D
n Z '

and

>.D;* L XD:)? 2;e——

n
Sp =

n-1
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Example: Test the null hypothesis that u; = u, for the following data
pairs.

—xi Yi

14 17

17.5 20.7

17 21.6

17.5 209

~15.4 172  
Clear the currentstatistical matrix and key in the data.
  

 

 
 

 

 

 

[CLEAR] [MODE| 2 =FIX= 3

%E
=cz= RNEEL

[14,17 =3+ =
[17.5,20.7 Es+=
[17,21.6 Sx+=
[17.5,20.9 Ex+=
[15.4,17.2 Ex+=

Use GET1 from the menu to recover the two columns of data.
Remember, your menu may not appear identical to the menu
shown below.
 

 

1 USERGET1= 3:

- 1[ 1?-8@ EBI ?a 21-6@-.-

TRTIII
 

Compute the difference of the data pairs.
 

 

Bl 3:
i: [ -3.80 -3.28 -4.60..
TTIII
 

Redimension and store the difference matrix as the current statistical

matrix. (Save the original data if desired.)
 

 

 

=NZE 1 2 [UST] E3uST= 91
[ARRAY] ZRDMZ [STAT] =STOERZ= %

ISTSTS  
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Compute the ¢ statistic.
 

 

 

 

=MEANE =SDEVE= 31 -3.70
=DUP2= e _1-99

] =NzE [V IITNA

The meanD is —3.20 .

sp is 1.00 .
tis -7.16.

The degrees of freedom are 4.00 .

Example: Determine if the hypothesis H, of the previous problem
should be rejected at a 0.05 level of significance.

First create a program for a general solution to the Student’s ¢ distribution
as described in the STAT section of the reference manual.
 

 

CLEAR =T
« P N X UTPT - » 2t1 & PN ¥ UTPT - »
[ENTER] CUTFCUTFFJLITFN|DITFT[COME|FERM) 

Store it for use in the Solver.
  

|SOLV| =STEQE =SOLVRE= 

=
P

   CeIJEsrRslC__11 

Enter the degrees of freedom and the level ofsignificance. Note that for a
two-tailed test at a 0.05 level ofsignificance, you compute the value for the
confidence interval —fgto fo75. (Remember, the keys| |X= indicate
the shift key followed by the user-defined = SOLVR = key =X=. Pressing
these keys tells the Solver to seek a solution for "X" in the specified equa-
tion.)

4 EN= .025 Zp=

-

I
=y 19N eyvarsa

[] ExE 1:° 2,78
CFIReI)

 

   

Thus the hypothesisis rejected since ¢ falls outside the range (—2.78,2.78).
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Example: Compute the level of significance for which the hypothesis

H, will be accepted.

Enter the ¢ statistic computed in the first example. Note that the absolute
value is input, corresponding to the upper-tail portion of the probability

function.
 

 
 

 

7.16 =X= 3: 5 o
=p= 2: -

L] EP= i: 2. B1E-3
2 CF IR JEsreall 01
  

The probability is multiplied by 2 for the upper- and lower-tails of the pro-
bability function outside the range (-7.16,7.16).

Rather than using the program from the previous example, you can also
compute the level of significance directly with the UTPT command. The
keystrokes

4,7.16 [STAT] EUTPT= 2

generate the same result as above.

Exit from the Solver menu and purge the variables created in this section.

{'P'/N’'X'"EQ
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t Statistic for Two Means

Suppose {x;x5 *** ,x,1} and {y;y5 " ** ,y.2} are two independent ran-
dom samples from two normal populations with unknown means g, and u,
and the same unknown variance o2

 

 

The null hypothesis

Hoypm-po=d

can be tested with the ¢ statistic

. x-y-d 1

[_1_+i]% Y2 -nx2+ YyP -ngy2|2

n, Ny ny+ny,—2

This ¢ statistic has the ¢ distribution with n, + n, — 2 degrees of freedom
for testing the null hypothesis H,.

Example: Test the null hypothesis that H: i, = u, (i.e. d=0) for the
data below.

[
Xi Vi

79 91

84 103

108 90

114 113

120 108

103 87

122 100

120 80

99

54   

t Statistic for Two Means 63



Clear the current statistical matrix and accumulate the x data.
 

 

  

    

 

 

  

 

 

 

3
=Ce= %

79 =3+ = T+E-NECLE[STOE[RCLE

84 =3x+=

108 =3+ =

114 =3+ =

120 =x+ =

103 =x+=

122 =3+ =

120 =x+ = 

Compute the mean, variance, and number of data points, then store these

values.
 

  

  

 

   

 
  

  
  

 

  

 

SMEANZ ’MX 3:
=VARZ VX %
=NZ= /NX TSST

Clear the currentstatistical matrix and accumulate the y data

=CLE= 3:

91 Sx+= &
103 =x+= E+E-NICLE[STOE]RCLE

90 =3+=
113 =x+=

108 =x+=

87 =%+ =
100 ==+=

80 =x+=

99 =x+=

54 =x+=
 

 

Compute the ¢ statistic. First compute the numerator. Recall that d=0.
  

 

  

 

 
 

[USER] EMXE [STAT] =MEANE |[-] %:

1: 13.75
[ToT|MEAN]Z0EY |WAF |MARE[MINZ ]

Compute the first part of the denominator and divide.

=NXZ 3:
STAT] ENZ= 25

1: 2899
V] 5] =+=-NziLz[3Toz|Rilz]  
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V) &

The ¢ statistic 1s 1.73 with 16 degrees of freedom.

Example: Compute the level of significance for the two-tailed test on
the range (—1.73,1.73) from the preceding example.

 

The display shown here includes = COMB = and = PERM =, two functions
that do not appear on the HP-28C display. The appendix to this
book describes HP-28C programs that provide these functions.

16,1.73 =UTPT= 3
— 3 1,73

2 1 6. 16
IIAORG

 

 

 
 

The hypothesis cannot be rejected at, or below, this level of significance.

You may also choose to test the assumption made in this problem section
that the unknown variances are equal. For this purpose, compute the F
statistic

 

2
S1
— has n,—-1,n,—1 degrees of freedom.
S2

2s
iz has n,—1,n, -1 degrees of freedom.
S

Sma? 15 the maximum ofthe sample variances 5,2 and 5,2,

Smin? is the minimum of the two sample variances.
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You can then compute the level ofsignificance with the UTPF command,
using the same approach as the example above.

Purge the variables created in this section.
{'NX’ 'VX’ 'MX
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Chi-Square Statistic

This section provides a simple program for computing the x? statistic for
the goodness offit test.

The equation computed is

(O; - E;)?
E.xi® = >

1=1

with n — 1 degrees of freedom.

O; is the observed frequency.
E,; is the expected frequency.
n is the number of classes.

Example: Find the value of the chi-squarestatistic for the goodness of
fit for the following data set.

0, E; |

8 96

50 46.75

47 51.85

56 54.4

5 825

(14 9.15 |  
Clear the current statistical matrix and enter the data.
 

 
  

  
 

 

 

 

CLEAR 3:

STAT] £CLE= F
[8,9.6 Ex+= [E+|E-|NE|CLE[STOE|RCLE
[50,46.75 =x+=
[47,51.85 =x+=
[66,54.4 Ex+=
[5,8.25 Ex+=
[14,9.15 =x+=
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Enter the program below to compute the chi-square statistic. You may
wish to refer to the similar, delta percent program on page 32 for com-
ments regarding the approach used for this program. (However, this pro-
gram differs by specifying columns one and two ofthe statistical matrix to
calculate the result. You can generalize it for any pair of columns by
retrieving the contents of ZPAR for the column specification.) Note that
this program assumes the program

« 1 GET1 ARRY-> DROP 2 1:g 1.88 GET1 HRRY=%
ROP 2.86 GET1 ARRY?GET1 ARRY- DROP N& 1 BROPRE1.55 FOR x x

FOR x X NX + ROLL = ofq
« NX ROLL -»> efq
« !’ (ofg-efq)*2+efq’
EVAL » » -1 STEP NX

1 2 LIST ->ARRY CNRM »

 

  

 

  

 

Save the program in the variable CHI for repeated use.

/CHI [sTO] 31
2
1:

Execute the program.

[USER] ECHI= %:

1: 4.384
[ZpAT|cHIJGETL]|||  

The chi-squarestatistic x? is 4.84 with 5 degrees of freedom.

Example: Compute the level ofsignificance for the example above.

Enter the degrees of freedom and the x? statistic, and compute the upper-
tail probability for the x? distribution. (The display shown here includes
= COMB = and = PERM =, two functions that do not appear on the HP-28C

display. The appendix to this book describes HP-28C programs that
provide these functions.)
 

5,4.84 [STAT] ZUTPC= 31
— 2 4.94

1: @, 44
[LITFCUTFF|UTFNUTFTCOME[FERH  

The hypothesis cannot be rejected at, or below, this level of significance.
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Appendix: Combinations and
Permutations
 

The HP-28C programs that follow provide simple building blocks for com-
binatorial analysis. Complex problems are readily evaluated by combining
the results left on the stack or by using the programs below as subroutines.

HP-28S users, please note: the COMB and PERM programs defined
here appear on the menu of your calculator. If you wish to perform
the examples that follow the programs, change your display to the
menu and use the = PERM = and = COMB = menu items as described in the
examples.

 

 

Permutations

GivenX distinct objects, the number of ways to select and arrange Y of
these objects in different order is computed by the formula below.

X!

  

 

Py =vy
Clear the stack and key in the permutations program.

[CLEAR] [MODE| =STDZ [USER] %: €+ % u 'FRCT(X0/
’ . : !

FACT(xy [V oS  
Store the program in the variable PERM.
 

 

’ PERM %

i
FERML1L|
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Combinations

Combinations ignore the order in the Y objects chosen and are computed
by the formula below.

X!
G =
XY Yx -Y)!

Key in the combinations program.
 

« 2 XYy 'PERM(X,yY)~+ T .

FACT (y [ENTER 1: éHETfHLj'- ;ERN(X,H).«"

TIINB  
Store the program in the variable COMB.

" COMB
 

—
=
M
J

(comefrerta] 111|  
Example: Compute how many five-person basketball squads can be
formed from 12 players. The computation to be madeis ;5 Cs,.

With the program COMB keyed in as above, key in the parameters and
evaluate the formula.
 

12 31
5 =COMB= &t —

RTIN  
792 squads can be formed. Any combination of five players is acceptable,
since the combination program was used to compose the number of
teams.

Example: For the problem above, whatif one of the two tallest players
must be on the squad, and these two players never play at the same time?

There are now ten players from which to select the four remaining posi-
tions, and two ways to select the fifth. Thus, compute ;,C, * 2.
 

 

 

10 3
4 ECOMBZ= £ 13z
2 [CotEPERM]|1 
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Example: Compute the number of options lost if both tall players from
the previous example foul out.

Form the five-person squad from the remaining players.
 

10 3: 792
5 ZCOMBZ= -+ 322

CoMePERM]||] 

 

 

The options lost are computed by subtracting.
 

 

 

(-] 31
28 79z
1- 168
EEEGID 

168 squad combinations were lost as a result.

Example: Compute the number of permutations of the twelve original
players that are possible.

 

12[ =5 ZPERMZ= i 95640
TGIIN 

 

 

For large values ofX and Y, it may be desirable to use a program that
computes the value of the combination or permutation formula by expli-
citly multiplying the appropriate terms of the factorials. This can improve
the accuracy ofthe result.

For example, rather than evaluating xPy by FACT(X)+(FACT(X -Y),
compute it as the product of the appropriate terms:
X X-)X-2)---(X-Y-1).

Key in the following program and compute ;5P5 from the previous exam-
ple.
 

 

 

« XYy «xXxy ="'y’ 1: € y - 'y’

STO x WHILE x 1 - y > STOx_fiHn.E1o
REPEAT x 1 - DUP ’x’ TNNN 
STO x END

 
' PER2 3: 792

2: 168
1: 95040
INNI
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12 T 168
5 ZPER2= 2: 95048

= = 1: 95840
[FER2|COME[FERM]|]  

An example of the accuracy difference between the two approaches can be
seen by computing o,P1,.

If you wish, purge the programs and variables created in this section.

{’COMB’ ' PERM’ ' PER2’
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More Step-by-Step Solutions
for Your HP-28S or HP-28C Calculator

These additional books offer a variety of examples and keystroke pro-
cedures to help set up your calculations the wayyou need them.

Practical routines show you how to use the built-in menus to solve prob-
lems more effectively, while easy-to-follow instructions help you create
personalized menus.

Algebra and College Math (00028-90101)
m Solve algebraic problems: polynomial long division, function evalua-

tion, simultaneous linear equations, quadratic equations, logarithms,
polynomial equations, matrix determinants, and infinite series.

m Perform trigonometric calculations: graphs of functions, relations and
identities, inverse functions, equations, and complex numbers.

m Solve analytic geometry problems: rectangular and polar coordinates,
straight line, circle, parabola, ellipse, hyperbola, and parmetric equa-
tions.

Calculus (00028-90102)

m Perform function operations: definition, composition, analysis, angles
between lines, and angles between a line and a function.

m Solve problems of differential calculus: function minimization, com-
puting tangent lines and implicit differentiation.

m Obtain symbolic and numerical solutions for integral calculus prob-
lems: polynomial integration, area between curves, arc length of a
function, surface area, and volume of a solid of revolution.

Vectors and Matrices (00028-90105)

m Perform general matrix operations: summation, multiplication, deter-
minant, inverse, transpose, conjugate, and minor rank.

m Solve a system oflinear equations.

m Calculate several important vector operations.



m Learn methods for calculating eigenvalues and eigenvectors.

m Perform the method of least squares and Markov Chain calculations.

And Specifically for Your HP-25S...

Mathematical Applications (00028-90111)

m Find the area and all sides and angles of any plane triangle.

m Perform synthetic division on polynomials ofarbitrary order.

m Calculate all the roots of a first, second, third and fourth degree poly-
nomial, with real or complex coefficients.

m Solve first and second-order differential equations.

m Convert the coordinates of two or three-dimensional vectors between
two coordinate systems, where one system is translated and/or rotated
with respect to the other.

m Collectstatistical data points, and fit curves to the data.

 

How to Order...

To order a book your dealer does not carry, call toll-free 1-800-538-8787
and refer to call code P270. Master Card, Visa, and American Express

cards are welcome. For countries outside the U.S., contact your local
Hewlett-Packard sales office.





Step-by-Step Solutions
for Your HP-28S or HP-28C Calculator
 

Probability and Statistics contains a variety of examples and solutions
to show how you can easily solve your technical problems.

B Statistics Matrix Setup

Initialization and Data Entry ¢ Data Removal ¢ Data Column
Extraction  Data Sets With More Than Two Variables ¢ Grouped
Data Matrix Transformation

B Basic Statistics for Multiple Variables

Sums and Means ¢ Standard Deviation, Variance, and Covariance

* Computing Sample and Population Statistics ¢ Correlation
Coefficient and Coefficient of Variation ¢ Sums of Products

e Normalized Data ¢ Delta Percent on Paired Data * Moments,

Skewness, and Kurtosis

B Regression

Curve Fitting « Multiple Regressions on the Same Data ¢ Multiple
Linear Regression * Polynomial Regression

B Test Statistics and Confidence Intervals

Paired t Statistic « t Statistic for Two Means ¢ Chi-Square Statistic
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