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Welcome...

... to the HP-28S and HP-28C Step-by-Step Solution Books. These books
are designed to help you get the most from your HP-28S or HP-28C calcu-
lator.

This book, Vectors and Matrices, provides examples and techniques for
solving problems on your calculator. A variety of matrix manipulations
are included to familiarize you with the many functions built into your cal-
culator.

Before you try the examples in this book, you should be familiar with cer-
tain concepts from the owner’s documentation:

m The basics of your calculator: how to move from menu to menu, how
to exit graphics and edit modes, and how to use the menu to assign
values to, and solve for, user variables.

m Entering numbers, programs, and algebraic expressions into the calcu-
lator.

Please review the section "How To Use This Book." It contains important
information on the examples in this book.

For more information about the topics in the Vectors and Matrices book,
refer to a basic textbook on the subject. Many references are available in
university libraries and in technical and college bookstores. The examples
in the book demonstrate approaches to solving certain problems, but they
do not cover the many ways to approach solutions to mathematical prob-
lems.

Our thanks to Brenda C. Bowman of Oregon State University for developing
the problems in this book.

Welcome... 3
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How To Use This Book

Please take a moment to familiarize yourself with the formats used in this
book.

Keys and Menu Selection: A box represents a key on the calcula-

In many cases, a box represents a shifted key on the calculator. In the
example problems, the shift key is NOT explicitly shown. (For example,
requires you to press the shift key, followed by the ARRAY key,
found above the "A" on the left keyboard.)

The "inverse" highlight represents a menu label:

Key: Description:

= DRAW = Found in the menu.

ZISOL = Found in the menu.

=ABCD= A user-created name. If you created

a variable by this name, it could be
found in either the [USER|menu or
the = SOLVR = menu. If you created a
program by this name, it would be
found in the [USER| menu.

How To Use This Book 7



Menus typically include more menu labels than can be displayed above the
six redefinable menu keys. Press [NEXT|and [PREV/ to roll through the
menu options. For simplicity, |[NEXT] and [PREV] are NOT shown in the

examples.

Solving for a user variable within = SOLVR = is initiated by the shift key, fol-

lowed by the appropriate user-defined menu key:
[ ]=ABCD=.

The keys above indicate the shift key, followed by the user-defined key
labeled "ABCD". Pressing these keys initiates the Solver function to seek a
solution for "ABCD" in a specified equation.

The symbol | < > | indicates the cursor-menu key.

Interactive Plots and the Graphics Cursor: Coordinate values
you obtain from plots using the and digitizing keys may differ
from those shown, due to small differences in the positions of the graphics
cursor. The values you obtain should be satisfactory for the Solver root-
finding that follows.

Display Formats and Numeric Input: Negative numbers,
displayed as

-5
-12345.678
[[-1,-2,-3[-4,-5,-6[ ...

are created using the key.

5 [cHs]
12345.678 [CHS]

(L1 [cHs],2 [cHs], ...

The examples in this book typically specify a display format for the
number of decimal places. If your display is set such that numeric displays
do not match exactly, you can modify your display format with the [MODE|
menu and the = FIX = key within that menu. (For example, [MODE|2 = FIX=
will set the display to the FIX 2 format.)

8 How To Use This Book



Programming Reminders: Bcfore you key in the programming
examples in this book, familiarize yourself with the locations of program-
ming commands that appear as menu labels. By using the menu labels to
enter commands, you can speed keying in programs and avoid errors that
might arise from extra spaces appearing in the programs. Remember, the
calculator recognizes commands that are set off by spaces. Therefore, the
arrow (— ) in the command R—C (the real to complex conversion func-
tion) is interpreted differently than the arrow in the command — C
(create the local variable "C").

The HP-28S automatically inserts spaces around each operator as you key
it in. Therefore, using the [R],[—], and [C|keys to enter the R—C com-
mand will result in the expression R — C |, and, ultimately, in an error in
your program. As you key in programs on the HP-28S, take particular
care to avoid spaces inside commands, especially in commands that
include an — .

The HP-28C does not automatically insert spaces around operators or
commands as they are keyed in.

A Note About the Displays Used in This Book: The menus
and screens that appear in this book show the HP-28S display. Most of the
HP-28C and HP-28S screens are identical, but there are differences in the

'MODE | menu and = SOLVR = screen that HP-28C users should be aware of.

For example, the first screen below illustrates the HP-28C menu,
and the second screen illustrates the same menu as it appears on the
HP-28S.

HP-28C [MODE | display. %
1:
[RAl] FIi | SCI | ENG |QU3cl] RAD |

HP-28S [MODE] display. g
i

Notice that the HP-28C highlights the entire active menu item, while the
HP-28S display includes a small box in the active menu item.

How To Use This Book 9



The screens shown below illustrate the HP-28C and HP-28S versions of
the = SOLVR = menu.

HP-28C = SOLVR = display.

Lo R LAN)

a1 B | R | s1 [EXPRs] |

HP-28S = SOLVR = display.

[Tl

T E R JEZFE=IC__]

Both of these screens include the Solver variables =A=, =B=Z, =R=, =515,
and = EXPR= =. The HP-28C displays Solver variables in gray on a black
background. The HP-28S prints Solver variables in black on a gray back-

ground.

User Menus: A |PURGE|command follows many of the examples in
this book. If you do not purge all of the programs and variables after
working each example, or if your menu contains your own user-
defined variables or programs, the menu on your calculator may
differ from the displays shown in this book. Do not be concerned if the
variables and programs appear in a slightly different order on your
menu; this will not affect the calculator’s performance.

10 How To Use This Book



General Matrix Operations

This chapter illustrates several basic matrix manipulations found in com-
mon matrix problems, including addition, matrix multiplication, deter-
minants, and so forth. Also included are several programs that demon-
strate operations on matrix minors and rank.

General Matrix Operations 1



Sum of Matrices

This example illustrates two methods for creating a matrix.

1 2 3 4
A=[5 6 7 8
9 10 11 12
2-3 0 1
B=(0 4 -1 2
1 -3 2 -2

Compute 4 +B
4:
SSPE 5t
1:

Key in the elements of matrix 4 in row order form. Put each element on
the stack individually.

ENTER

m

Z

-

m

o)
=0 B

m
Z
-
m
)
M=

s s e

ENTER
ENTER
ENTER
ENTER
NTER
NTER
NTER

PRPPOONOODWNE

N O
miim
Tr e
miim
||

Key in the dimensions {m , n } of matrix 4 . Remember to use a space to
separate the two numbers.

{3 4} [ENTER]

Lot eI0E Y
o e
] 8 L )

12 Sum of Matrices



Put the stack elements into the matrix.

ARRAY
= —ARRY

1

2 1]
ET [PUTI|GETI]

—

Store the matrix in A for the next problem section.

’A [s1O]

a0

FHRRY|AREY ¥ FUTI

Enter matrix B, using a space to separate the matrix elements. Note the
two different methods used to enter the elements of 4 and B.

[[2 -3 0 1[0 4 -1 2
[1 -3 2 -2 [ENTER]

Compute the sum 4 +B.

A [ENTER]

1: L 2-381]1]
LB4-121
L1-32-211

FUTI

Sum of Matrices 13



Matrix Multiplication

Compute the product of two matrices, The first matrix must have dimen-
sions k x m , the second matrix has dimensions m X n, and the product
has dimensions k X n . In this example, k =3, m =4, and n =2.

1 2 3 4
A=|5 6 7 8
910 11 12

-11
24
-23
54

D=

Compute 4 *D .

Enter the 3 x 4 matrix 4 from the previous example.

A [ENTER] 1z [ 1

2 11

*Lanlaml

Enter the 4 X2 matrix D .

((-1 1[2 4[-2 3[5 4 1: [[ =111
E 240,

Compute the product 4 *D.

1t [L 17 34 1]
[ 33 82 7
[ 49 138 1]

Purge 4
‘A’

14 Matrix Multiplication



Determinant of a Matrix

Solve for the determinant of an n X n matrix.

2 -3 1
A=| 0 52
-1-23
Key in the 3 X 3 matrix.
CLEAR 12 [L 2 -31_1
[[2 -3 1[0 5 2[-1 -2 3 L8923,
ENTER| [ARRAY [>ARkV]AREY] PUT | GET [PUTI] GETI]
Compute det(4).
= DET= 32
2t
1: 49
CRoss] 00T | DET | AES | RNEM]CNEM]

The determinant is 49.

Determinant of a Matrix 15



Inverse of a Matrix

Compute the inverse of a square n X n matrix.

123
A=1|245
356

Clear the stack and set the number display mode to two decimal places.

[MODE] 2 =FIXE %

Key in the elements of the 3 x 3 matrix.

[[12 3[2 4 5[3 56 1: [E 1.08 2.00 3.00 1
[ENTER] [ 5io0 5.60 &.68 1]

(ST | FI4m ] SCI ] ENG |

Compute 41,

1: [[ 1.00 -2.60 2.60 1]
[ -3.00 308 -1, 00,
2,68 -1.6a 6.56E.
[ST0 | FIsm ]| SCI | ENG | DEG | kADa |

16 Inverse of a Matrix



Transpose of a Matrix

Compute the transpose of anm x n matrix 4. A7 will be of dimension
nxm.

12
A=34
56

Clear the display and set the mode to standard. Key in the 3 X 2 matrix A.

1: [ 1

2 1
[ 241

[ MODE | [ 56 1]
=STD= - [ST0s | FIx | SCI ] ENG | DEG | hda]
[[1 2[3 4[5 6 [ENTER]
Compute AT
ARRAY %: ” ;
=TAN = : 135
=TRN= [ 246 1]

5126 | DM | TRN | CON | TON | s |

AT is a 2 x 3 matrix.

Transpose of a Matrix 17



Conjugate of a Complex Matrix

Compute the conjugate conj(4 ) of the complex matrix A4 .

A=

i
3 2—4J

=i |

[ SI2E | ROM | TRN | CON | TON | RSD |

Key in the elements individually in row order form. Each pair represents
(real part, imaginary part). Note the commas in the keystrokes below may

be used alternately with spaces.

(1,3 [ENTER]

(0,1 [ENTER]

(3,0 [ENTER

(2,-4 [ENTER

Key in the dimensions of the matrix.

{2 2} |[ENTER

18 Conjugate of a Complex Matrix

1‘ (1,32
EDM | TRN | CON | TON | RSD |

a:

21 (1,3)
i: ¢ey 1)
[s1z€ [kor | TRN | CON [ TON [ RS0
3 (1537
2t (@, 1)
i (3, @)
(5126 [kor | TRN | con | I0N [ k3D
T (@517
2t ¢3,8)
i: (2,-4

[S1zE L Fori | ThN [ CoN | TN st |
3 (3,8)
2 (29
i: 223
S TR TR TR




Place the stack elements in an array.

ARRAY 28

e Tt [ ¢1,3) ¢@,1) 1

=—ARRY = [ (3,85 (2,-4) 11
P HRR ¥ ARRT 3] PUT

Compute the conjugate.

=CONJ= 2:
- 1:

Conjugate of a Complex Matrix 19



Minor of a Matrix

The minor M;; is formed by removing row i and column j from matrix A4,
then calculating the det (M,;). This problem section develops a program
to form the minor of any n X n matrix.

Key in the following program, and store it as ROW. ROW will be used as
a subroutine used to remove a row or column from a matrix.

Program:

« SWAP
ARRY— LIST—

DROP
— N M <«

n DUP m x 2 +
ROLL - m x —LIST
— list

« m DROPN

list » LIST—

DROP
nl-m2 —LIST

—ARRY »

Comments:

Swap matrix into level one, then
separate the matrix into individual
elements and its dimension.

Drop the number of items in the list.
Save the row and column

inn andm.

Compute offset to row (col) number
on stack.

Place (n —i)*m elements into

list.

Drop rowi (col j) from stack.
Separate temporary list into
individual elements.

Drop number of list elements.
Reconstruct matrix with row (col)
removed.

ENTER| /ROW Key in the following program and store it as the
user program MINOR. MINOR utilizes the subroutine ROW to remove
a row, and then a column, from the matrix.

20 Minor of a Matrix



Program: Comments:

3 ROLLD Roll down the matrix and row i .

ROW TRN Remove row i and transpose
for column removal.

SWAP ROW TRN Remove column j and

transpose back.

[ENTER] ’MINOR

Example: Compute M of the following matrix.

2 -34
6 52
11 03
0-53
Enter the matrix.

[[2 -3 4 -4[6 5 2 -1[1
0 3 -2[0 -5 3 -6 [ENTER]

Enter the row and column to be removed.

2 [ENTER] 3 [ENTER]

Compute M o3.
=MINO=

Compute the minor det (M,;).

ARRAY | =DET=

The minor det(M ,3) is —18.

-4

-1

-2

-6

1: [[ 2 -3 4 -4_]
[E52 -1 1
[183-2]
[8-523-611

Ll RRTIRE <N
™
™
M

1
w
N

1
N
d
™
o

1: -18
CRoss] b0t | DET | #ES [KNRM]CNEM]

Minor of a Matrix 21



Compute Rank

The dimension of the largest square submatrix whose determinant is non-
zero is called the rank of the matrix. The rank is the maximum number of
linearly independent row and column vectors.

Example: Find the rank of matrix 4 .

Program MDET is used to obtain the determinant of an arbitrary matrix
minor. This program uses the program MINOR from page 21.

Program: Comments:

« 3 PICK Duplicate the matrix.

3 ROLLD MINOR Produce the matrix minor.

DET » Compute the minor determinant.

'MDET [STO

Key in the matrix.

2
[[4 2 -1[0 5 -1 1: ttaecls
[12 -4 -1 [ENTER [ 12-4-1 Nn

Make a copy of the matrix and compute the determinant to determine
whether the rank = n = 3.

ENTER| |ARRAY| =DET= 3:
2: [[L42-11 [ 83.,
1: . BBBB00EEEE48
CRoss] 00T | DET | RES JRNEM|CNEM]

Det(A ) is approximately 0, so rank(4 ) is not equal to 3.

Discard det(4).
[DROP] [<>] 21
1: L 4 2 -11
[B85-11
L 12 -4 -1 11

22 Compute Rank



Compute the minor for the 2 x 2 submatrices of 4 until a minor is found
that is not equal to 0.

Compute det M ;.

1 [ENTER| |ENTER a1

[USER] = MDET = gpfbea-11 083,
(MDET [MINO Kok | | | |

Det( M, ) is equal to -9, so rank(A4 ) is equal to 2.
If you wish, purge programs ROW, MDET and MINO before continuing.

{ROW’ 'MDET’ ' MINOR’ [PURGE]

Compute Rank 23



Hermitian Matrices

Determine whether a matrix is Hermitian. A square matrix with real or
complex elements is Hermitian if the matrix is equal to its conjugate
transpose.

Example: Dctermine whether the 4 x 4 matrix 4 is Hermitian.

1 24 2 -3+i

24i 3 i 3
A=lYn G 4 14
30 03 14 0

Put the elements of A on the stack individually.

[<>] 4 1
1 [ENTER 4 (2:-12
(2,-1 1: -3, 17
2 [ENTER

(-3,1

(211 4z (2,15
3 [ENTER Bt .15
(0,1 1: I
3 [ENTER]

2 4 2
(0,-1 [ENTER] o+ ‘a1
4 1: €1,-12
(1,-1

(3,-1 4: - €2,-1)
3 [ENTER] 3 (1,13
(1,1 I: ’

O [ENTER] o -

24 Hermitian Matrices



Enter the dimensions of 4.

{4 4 [ENTER 4 o R
2 (1,13
s (5}
1: L1443

Place the elements into the matrix.

[ARRAY| 1 L E%’?g (Za-1> (24

= —ARRY = [ (E:a’r ff:—l) “”n
(2ARRYIAREY S PUT | GET | PUTI| GETI ]

You can view the entire matrix to check for correctness using [EDIT] or
[VIEW,]

Make a copy of the matrix.

[ENTER) 13 [

] e
Patates
4 [
ava e
g ]
— QL
oialals
CICUI" '
s = s
=
rt
~
=
-

PUT - FUTL | GETI]

Compute the conjugate transpose. Since A is complex, function TRN per-
forms both the transpose and the conjugation.

=TRN= 1: [

'

[ lan L]
e~
1ot
[T

1,87 (2
2115 ¢gi@) ¢ i,
S1@) ¢, .
SIZE | ROM ] TEN | CON | IDN | R0

N o
PaTaras
ey

Fa¥ uy Ea
-h" M

Test conj(4T) and A for equivalency. If 4 is Hermitian, conj(47) and A4

will be equal, and = SAME = will return a true flag(1).

TEST| =SAME= =18

=0 |

IﬂIEImE

Matrix 4 is not Hermitian.

Hermitian Matrices 25




Systems of Linear Equations

One of the most frequently used and fundamental applications of matrices
arises from the need to solve a system of m linear equations in n
unknowns. The HP-28S and HP-28C can be used to find solutions to both
non-homogeneous and homogeneous systems of the form 4AX = B.

26 Systems of Linear Equations



Non-Homogeneous System

Solve a system of linear equations of the form AX = B.

xl + X2 - ZX3 + X4 + 3XS = ]
31'1 + 2X‘2 - 4:x3 - 3X4 - SX5 =2
le - Xq + ZX3 + 2X'4 + SX5 = 3

Clear the stack and set the display mode to two decimal places.

[MODE] 2 =FIX=

3:
%:
| ST0 | FIdm | 3CT | ENG | DEG | RADS |

Key in the coefficients of the system of equations.

[[11-213[32 -4 -3 [1: (L 1.8 1.80 -

-8[2 -1 2 2 5 [ENTER]

Store matrix A4 .

’A [sTO]

Key in the elements of B.

[[1[2[3 [ENTER

Store matrix B .

’B [STO]

To solve for X, use the method

2lo@ 2.
[ 2.60 -1.60 2.
{70 Triim] st | ENG [ DEG [kave ]

3:
%:
[ 570 [FIdw ] sCI | ENG | DEG | RADS |

.88 1
[ 3.86 1]
[ 510 [ FIte ]| SCT | ENG | DEG | RADa |

=Ml

| ST | FIdm ] 50T | ENG | DEG | RADs |

ATB
AT A

Non-Homogeneous System 27



Compute AT.

ARRAY

A |ENTER

=TRNE=

Multiply by B.

B [x]

Compute AT.

A |[ENTER| =TRN=

Multiply by A4 .

A [

Divide A7B by ATA.

=]

[ 1.60 1.680 -2.8
[ 3.88 2.88 -4. El
L E.EIB -1.6806 2 BB

2. (515
2.00 -4.6868 2.688.
[SI2E | Kbt ] TEN | coM | TON | FsD |

1: [[ 13.686_1]
[ 2.88 1]
[ -4.008 ]
[SI2E | KOM ] TEN | CoM | TON | RSD |

1: [[ 1.86 3.08 2.80 ]

L
[SI2€ | RO ] TRN | CON | TON | st |

1: [E 14.860 5.688 -18.8.

(126 | DM ] TRN | CON ] TON | RS0

1: [[ 1.12 1]
[ 1.24 1
[ B.88 1
[ sI2E | Ko ] TRN ] coN | T0N | RSD |

[VIEWt] and [VIEW] ] can be used to display all of the elements. They are

x1=112,x,=1.24,x5=0.80, x4= —0.08, and x5=0.11.

Purge matrices 4 and B.

{’A’ "B’ [PURGE

28 Non-Homogeneous System



Homogeneous System

Solve a homogeneous system of linear equations of the form AX = 0.

xl - 2‘:2 + 3X:3
2, + Gxy +
3xl - 4x2 + 8t3

0
X3:0
0

The following program takes a stack of vectors representing homogeneous
simultaneous equations and transforms the vectors in the stack to upper
triangular form. After keying the program in, store it in UT.

Program:

« DUP SIZE LIST—
DROP — s
« s 2

FOR j s j -
1+ —- m
« 1l 3j1 -

FOR i i ROLL j PICK m 1
—LIST DUP2 GET 4 PICK

ROT GET SWAP =+ x —

i ROLLD NEXT » -1 STEP »

[ENTER] /UT [STO]

Comments:

Save number of elements

as s.

For j = s (down) to 2,

transform the bottom j—1 vectors.
m=s-j+1

Loop fori=1toj-1

Transform the vectors.

Set the display mode to one decimal place.

[MODE|] 1 =FIX=

Key in the coefficients.

[[1 -2 3[2 6 1[3 -4 8

[ENTER

Homogeneous System 29



Store the matrix in ARR for a verification at the end of the problem.

’ARR

Ff.
[ ST0 [ FItm ]| sCI | ENG | DEG | KADA |

Edit matrix ARR to reduce to row echelon form.

USER
= ARR

1
(il

1: [[ 1.8 -2.0 3.68_1]
[ 2.8 6.0 1.8 _1
[ 3.8 -4.8 3.0 1]

I I I I N

Use mode and the key to remove the outer brackets of the
array ARR and place the rows into three independent row vectors. After
removing the left- and right-most braces, the edited rows are |ENTERfed:

[ 1 -2 3 ]
[ 2 61 ]
[ 3 -4 8 ] [ENTER]

2 [ 1.8 -2.8 3.8 ]
[ 2.8 6.8 1.8 1]
: [ 3.8 -4.8 8.8 1]

Now transform the matrix to upper triangular form.

1

uTt

il

30 Homogeneous System
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The matrix is now in row echelon form, so the system of three
transformed equations is ready to be solved. The matrix represents the

system of linear equations

xl - 2\‘2 + 3,\.3 = 0
Iy, — 5x53 = 0

Drop the equation 0=0.
DROP

Enter the equation from row 2.

710xX2 - 5xX3=0 [ENTER|

Solve the equation in terms of x3.

X3 [ENTER]

Isolate the term xs.

[ALGEBRA

=ZISOL=

Collect terms.

= COLCT=

i

0 =0
=
o [ 1,8 -2.8 3.8 ]
1: [ 8.6 16.6 -5.61]
0 I Y Y

o1 [ 1.8 -2.0 a.a 1
f=F [ 8.6 18,0 -5.68 ]
1: ' pER2-5xk3=a"
ke LUt | 1 [ [ |
3: [ 8,0 10,0 -5.8 1]
% '1a*x2—5*x$§g;
(akk LUt | | [ |

=H [ 1.8 -2.8 3 B ]
25 [ 8.8 10,0 -5.8 ]
1: 1 X2/5'

3: [ 1:9,52.9 2.2 1
2 reb 18,8 g*a ]
S A TR I

The solution is x3=2*r,. Remove row 2 to solve row 1.

[DROP|
[DROP

T
1: [ 1.0 -2.8 2.8 ]
COLCT[ERPAN] STZE ]FORM [0BSUE[ERSUE]
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Enter the equation for row 1, making the substitution for x3.

X1 - 2 x X2 + 6 x X2 =H

N =] L 1 a-2.8 3.8 1

EQHEE} T al- L*K¢+6*
EXFAN] STZE |FORM [0BSUBJERSUB]

Solve for x;.

’X1 [ENTER 3 [ 1.8 -2.8 2.8 1
a: Ri-Zehaeeiie)
[COLCTIERPAN] SIZE |FORM J0BSUEIENSUE]
Isolate the term.
= ISOL: =H
=H [ 1.6 -2.8 3.8 ]
1 ‘(b*nd)'*"'-"”“
[TAYLR] T50L |QUAD] SHOM JOBGETIERGET]
Collect terms.
=CoLCT= 2
2 [ 1.8 -2.8 3.8 ]
1 : - (4xH2)"
[COLCTIESFAN] SIZE |FoRM J0ESUBIERSUE]
The result isx; = —4*r,. A solutionisx; = —4,x, = 1, x5 = 2. Verify this

3 x 1 solution vector X. Key in vector X .

[[-4[1[2 [ENTER] 1: ([ 74,03
[ 2'@ 11
[COLCT [ERPAN] S12E | FORM |0E3SUBJEXSUE]

Put the coefficient matrix ARR on the stack.

USER 1: [[ 1.8 -2.8 2.8_1
= ARRZ [ 2.8 6.0 1,8 1
= [ 3.8 -4.8 3.8 1]
ICTT I N N RN
Swap the positions of ARR and X .
[SWAP] 1: [[ -4,0_]
L 1.8 1]
L 2.8 1]
AR | T |l ——
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Multiply ARR * X.

1: [[ 8.8 ]
[ 6.8 ]
[ .8 1]

ARR * X = 0. Thus X is a verified solution to the system.

Program UT will be used in a later problem section. Purge matrix ARR .

[PURGE
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lterative Refinement

Due to rounding errors, in some cases the numerically calculated solution
Z is not precisely the solution to the original system 4 X =B . In many
applications, Z may be an adequate solution. When additional accuracy is
desired, the computed solution Z can be improved by the method of itera-
tive refinement. This method uses the residual error associated with a
solution to modify the solution.

Solve the system of linear equations A X = B.

33 16 72
A=|-24 -10 -57
-8 -4 -17

0

B=|0

1

Clear the display and the set the standard display mode.

3:
=STD= o
[ sT0m | FI8 | SCI ] ENG | DEG | RAls |

Solve for A X =B and improve the accuracy by iterative refinement using
residual corrections. Key in the coefficient matrix.

[[33 16 72[-24 -10 -57 1: [C 33 16 72 1

(8 4 17 L2 31055
570w | FIn | SCI | ENG | DEG | RAls |

Store matrix 4 .

'A 5
1
(570w | FIi | SCI | ENG | DEG | RADa |

Key in the constant matrix.

[[O[O[1 [ENTER 1: [[ 8 ]
EY 1
(5Trm | FIi | SCI | ENG | DEG | kAl |
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Store matrix B .

B [sTO]

[alds]

[ sT0m | FI# | SCI | ENG | DEG | RAls |

1: [ 8 1]

L 8]

L 1 1]
e Ja tour | 1 1 |
1: [[ 32 16 V2 1

[ -24 -16 -57 1

-8 -4 -17 11

e Jda tur 1 1
1: [[ -21.9999999959 ]

[ 25.439999999]1 ]

[ 8.99999999369 1]

e Ja Jour | 1 1 |

Store the approximate 3 X 1 solution matrix Z .

’Z [sT0]

3:
2
e 1 e 1w Jur | |

Compute the Residual Error Matrix R, where R = B — AZ. The func-
tion RSD calculates R using extended precision.

Solve using the RSD function.

ARRAY |

=RSD =

Store matrix R .

'R [sTO]

1: [[ -21.99939999933 ]
[ 29.4999993999] ]
[ 8.993999993:59 1]
e 1 e 1 n lurf | |

1: [[ .80080080042 ]

[ -.00800E88RE27 ]

[ -.00880880687 1]
[SI2E | ROM | TRN | CON | TOM | KsSD

[SI2E | ROM | TEN | CON | TOM | KSD |
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Find the actualerrorE =X -Z = (B -~ AZ)/A =R /A.

USER

1
s}
1

1l
>
il

1: [[ -1.689999999997E-,,
[ 8.99999999977E-1..
[ 3.89999999992E-1..,
L 12 [ B 1 8 [ ur ] |

Compute the corrected solutionX = Z + E.

il
N
I

[+]

X = the corrected solution.

1: [[ -32 1
[ 25.9 1
L 9 1]
L e J B 1 8 1 ur ] |

Purge the variables R, Z, B, and A if desired.

{IRI rgrIgriIps
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Vector Spaces

Vector spaces are widely used in mathematics, physics, and engineering to
represent physical properties such as magnitude and direction within a
geometric system. Several important vector operations can be performed
easily using the built-in functions of the menu.
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Basis

A basis is a set of n linearly independent vectors that span the vector
space V, (R).

Determine whether the vectors X, X, and X5 form a basis that spans
Va(R).

X, =[1 12]
X,=[3 24]
Xs=[1-31]

Clear the stack and set the standard display mode.

3t
MODE| =STD= o

(270 | FIH | SCT | ENG | DEG | RAls |

Key in the three vectors as a 3 x 3 matrix A and make two copies.

[[1 1 2[3 2 4[1 -3 1 1: [C 1121
ENTER| |ENTER E ? ?341]]]
[Tom | FIt | 201 ] ENG | 05 | ibe |

Store matrix A. A will be used in the next problem section.

N 1: CC 11213
L 3241
[ 1-3111
[sT0m | FIi | ST ] ENG [ DEG | b |
Compute det(4).
ARRAY %:
=DET= 1 -7 . 00006000004
cRozs] 00T | DET | HES |RNEM]CHRHM ]
Det(4) = —7. Thus A is non-singular, and the three row vectors are

linearly independent and form a basis.



Orthogonality

Two vectors are mutually orthogonal if their inner product equals zero.

Determine which of the vectors from the previous problem are mutually

orthogonal.

CLEAR

Recall matrix 4 to the stack.

A [ENTER|

=00

[CRoss] DoT | DET | ABS |RNRM]CNEM

1: TCL 1121
L3241
L 1-3111]

cRoss] DOT | DET | HES |RNRM]CHRM)

Use [EDIT]| to remove the outer brackets of the array 4 and form three row
vectors. After removing the left and rightmost braces with [DEL]|, the

edited rows are [ENTER|ed:

[112]
[ 32 4]
[ 1 -3 1] [ENTER]

3: L1121
2: L3241
1: L 1-311

Note: Two utility routines for modifying a two-dimensional array to its
row components and vice versa are shown at the end of this section.
These routines can be used as alternatives for the editing shown above.

The third vector is X 5.

X3 |sTO

The second vector is X .

X2 [s10]

The first vector is X ;.

’X1 [sT10]

3:
2: L1121
1: L3241

ENEM | CNEM

=)

L1121
[cRoss] DoT | DET | HES [RNRM]CNRM)

3:
%:
[cRoss] Dot | DET | hES JENRM]CNRM)
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Compute the inner products.

X1 [ENTER
X2 [ENTER

=DOT=

2 C 2 ]
1: 4 ]

C
RMEM

e
Mo

=0
TR

12

CRoss] DoT | DET | HES |RNRM]CNEM]

XX, = 13. These rows are not orthogonal.

X2
X3 [ENTER

DOT

]

a:
21 L2241
1: L1-311

CRoss] 00T | DET | AES JRNEM]CHRM]

ENRM

X3X3 = 1. These rows are not orthogonal.

(Ll ¢ ]

1: B
ENEM | CNEM

X1 X3 = 0. These two vectors are mutually orthogonal.
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Matrix Utility Programs

Several problem sections up to this point have included use of [EDIT|mode
to reduce a matrix to its row elements. The following utility programs can
be used as alternatives for changing a matrix to its row elements and vice
versa.

Note: Your [USER|menu may look different than those displayed below.

This will not affect the performance of your calculator.

Program ROW— below takes a stack of n row vectors and the number n
in level one and returns the matrix combining those #n row vectors.

« OVER SIZE LIST— DROP [i: & OVER SIZE LIST» '

—_ 3 T nm & n -
- nm«O0nl FOR i im# n i - +
FOR i imxni - + ROLL ARRY+ DROF HEXT‘

ROLL ARRY— DROP NEXT
n m 2 —-LIST —ARRY » »

After keying in the program above, store the program and put the rows of
array A in matrix form.

' ROW— [STO] t: 1121

[1-31 11
[1,1,2] koWl uT | ] | | |
[3,2,4]

[1,-3,1]

3 [USER| =ROW-=

Program —ROW below takes a matrix and separates it into individual
rows on the stack.

« ARRY— LIST— DROP 1: « ARRY+ LIST» DROP =+
= nm«lnFORim1 Dt LAk 4N
—LIST —-ARRY n i - # 1 + ROLLD HERT * »

m x i + ROLLD NEXT » »
<>
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After keying in the program above, store the program and convert the
matrix from above back to row form.

' ROW [STO 5 [112]
[USER] =—-ROW= < LT
[ShoblRoma] ur 1~ T -1 -
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Vector Length

Find the length of vector X, (from the previous problem section), denoted
by

”X1”= vV X1 Xy

Clear the stack and set the display mode to two decimal places.

[MODE| 2 =FIX

1
=PI

[ sT0 JFIiie | SCI | ENG | DEG | KA |

Recall X, from the previous problem. Since X, was stored, you may alter-
natively use =X1=

X1 3:
2:
{: [ 1.60 1.90 2.60 ]
[s1o [Foin ] ScT [ ENG [ bEG [hnve |

Function ABS returns the Frobenius norm of an array, which is equivalent
to the length of a vector.

ARRAY g:

= ABS= 1: 2.45
(CRoss] 00T | DET | HES | RNRH]CHEM

|| X1 || = 2.45.
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Normalization

To normalize a vector X into its unique unit vector U, divide each com-
ponent of X by | | X ||. We will normalize X,. Vectors X;, X, and X are
from the section entitled "Orthogonality."

Enter a program that computes X /| | X | |.

3:
« DUP ABS INV x » [ENTER] |51 « DUP ABS INV + »
CRos5| 00T | DET | AES |RNEM]|CNEM]

Store program NORM.
’"NORM |[STO 3:
oH
i:
Enter the vector to be normalized.
3:
= = =
SX1= 1: [ 1.08 1.80 2.08 1
[MORM] 81 [ 3 | K3 [*ROW][ROWS]
Normalize the vector.
=NORM= 3:
2:
1: [ B.41 B.41 B.82 1
[NORF] H1 ] H2 | H3 [*ROK]ROK |
The result is U; = [0.41 0.41 0.82].
Normalize vector X,.
=EX2= cH
2: [ 8.41 B.41 8.82 1]
1: [ 3.88 2.80 4,88 ]
[NoRR ] H1 | #2 | H3 [ 3RO RO
=NORM= 3:
2: [ B8.41 8.41 8.82 ]
1: [ B8.56 B.37 A.74 ]
[NoRM] H1 | 2 | HI SRR

The result is U, = [0.56 0.37 0.74].
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Finally, normalize vector X.

=X3= 3: [ 8.41 0.41 8.82 ]
23 [ 6.26 0.37 B.74 ]
1: [ 1.60 -3.688 1.88 ]
[NoRM] 81 ] H2 | R3 J3ROMIROWS
=NORM = =H [ 8.41 0.41 B.82 ]
2: [ 6.56 @.37 8.74 ]
1: [ B.30 -8.98 §.368 ]
[NoRM] B1 ] N | R3] +ROM[ROKY]

The result is U = [0.30 —0.90 0.30].

You can purge the programs -ROW and ROW— if you wish, but these
programs are useful tools for matrix manipulation.
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Gram-Schmidt Orthogonalization

Form an orthogonal basis that spans V3(R) using the Gram-Schmidt pro-
cess. Given that X, X,, and X5 form a basis, then the vectors Yy, Y5, and
Y5 form an orthogonal basis by the following process.

Yl :Xl
Y X
Yo=X, [ — Yy
141
Y :X Y2'X3 B Yl'X3 *Y
3 3 Y2'Y2 2 Yl'Yl 1

Vectors X1, X5, and X5 are from the section entitled "Orthogonality."
Remember, your |[USER| menu may differ from those shown below.

Calculate Y.
3
USER] EX12 {: [ 1.00 1.08 2.00 ]
I BT N I N .
Store Y;.
‘Y1 3
1:
I TR T A T
Write a program to calculate Y.
« X2 Y1 X2 DOT Y1 Y1 2:
- - 1: & ®2 Y1 ¥2 DOT ¥1 Y1
DOT <+ Y1 x » DOT ~» ¥1 % - %
[y w1 w2 | wa | ]
Execute the program.
3:
2:
1: [ B.83 -8.17 -8.33 1
I T I T I
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Y, =[0.83 -0.17 -0.33].  Store Y.,
’Y2 [sT0]

Write a program to calculate Y.

« X3 Y2 X3 DOT Y2 Y2
DOT + Y2 x = Y1 X3
DOT Y1 Y1 DOT =+ Y1

x = » [ENTER
Execute the program.

EVAL|

Y, = [400E-12 -2.80 1.40].  Store Y.

Y3 [STO]

3:
:
[ va | vl | Bl | B2 | 3 | |

10 & »r3 Y2 Hq DDT Y e
DOT ~ Y2 % Y1 ®3
DOT Y1 Y1 DCIT s %1 %

Lve | w1 ] w1 | x8 | 83 | |

a-
oH
1. [ 4.88E-12 -2.88 1...
L ve | w1 J w1 | wa | 83 | |

a0

Lv3 1 ve | vi | u1 | w2 | X3 ]

The vectors Y7, Y5, and Y5 form an orthogonal basis.
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Generalized Gram-Schmidt Orthogonalization Routine

The program below is a generalized routine for finding an orthogonal
basis for an arbitrary list of vectors.

« DUP SIZE LIST— DROP 1: « DUP SIZE LISTS
DROF DUF DUF 2,88 +

DUP DUP 2 + ROLLD —LIST DROP DUP RUF 2529

— M « 2 SWAP FOR n M 2.88 SWAP FOR n M n

nGET 1 nl1l - FOR i M i
GET DUP DUP2 DOT INV x
SWAP 3 PICK DOT x -
NEXT n M SWAP ROT PUT ‘M’
STO NEXT M LIST—

DROP » »

Store the program as GSO and use it to form an orthogonal basis for the
three vectors in the previous example.

’GSO [STO

2t [ 1.88 1,80 2.88 3
[1,1,2] 2: [ B.83 -8.17 -8.33 1]

1= 1: [ 4.80E-12 -2.88 1...
[3,2,4] [(Gsu | v3 | v2 | W1 | ®1 | Ha |

[1,-3,1] =GSO=
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Orthonormal Basis

Form an orthonormal basis G; of orthogonal unit vectors that spans
V3(R). Vectors Yy, Y,, and Y5 and program NORM are from the two pre-
vious problem sections.

G oV
Ay

Your user menu may differ from those shown here.

Calculate G;.
USER| =Y1= f* [ 1.00 1.00 2.08 1
[NORM] 73 ] t2 | Y1 [ #1 [ &2 |

Execute the normalization program (NORM) from the section entitled
"Normalization."

= NORM =

[ B.41 B.41 B8.82 1]
00 I T I O T

Fq Mo
=l ae an 2s
=

Store the result in G,.

’G1 [s10] §=
1:
G [WoRM] Y3 | Y2 | vl | 81 |
Calculate G,
=vY2= g:
i: [ ©.83 -0.17 -0.33 ]
51 [WokM] v3 ] V2 | v1 | Rl |
Compute the norm.
= NORM = %:
1: [ ©.91 -0.18 -0.37 1
[G1 [WoRM] v3 ] V2 | ¥1 | Kl |
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Store the result in G,

Calculate G 5.

(i
b
lin

Compute the norm.

= NORM =

Store the result in G .

"G3 |sTO

=H

2

Gz | o1 INokM] v3 1 ve 11 ]
- -
2

1! [ 4.00E-12 -2.80 1...
I I T B B
eH

2

Tt [ 1.28E-12 -0.89 ...
IR O T O B T
eH

2

R I O T CE I N

Verify that all three vectors are mutually orthogonal.

i
@
i

1
9]
N
it

Compute the dot product (G G5).

ARRAY
DOT

i
i

GI'GQ:O.

Compute the dot product (G4 G3).
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3
2 L B.41 B.41 B.82 1]
1: [ 8.91 -8.18 -8.37 1]

| G3 | G2 | G1 [WokM] w3 ] va |

3:
2
1: -8.98E-12
[CRoss] DoT | DET | HES |RNEM]CHEM]

: J.18E-13




G2'G3z0.

Compute the dot product (G G3).

DROP

C
(%2}
m
)

i
Q

31
2:
1: 2.97E-12

I

1
(0]
w

>

)
E

=<

i
o
o]
—
(i

G, G3=0.

All three dot products are approximately equal to zero and, therefore, the

three vectors are mutually orthogonal.

Now verify that they form a basis. Combine the three vectors into one
array by placing the elements on the stack and removing their individual

>
2
nd
il
>
D
2
!
Il

: 1.28E-12
: -B8.89
1: a.45

yalik]

5]
3
<]
1]
>
o)
2
!
111

(=]
2
=
1
>
3
=2
!
I

Note the utility program —ROW, described in the section entitled "Ortho-
gonality," could also be used to form the list of vectors above.

Next, key in the dimensions of the matrix that will be formed by the three

vectors.

{3 3} [ENTER]

Finally, place the three vectors into matrix

= LARRY =

3: -8.89
2: B.45
1: { 3.88 3.88

form.

@.91
[ 1.28E-12 -8.89 o..
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Compute the determinant.

DET

(1l

3:
23
1:

-1.868

CRoss] DoT | DET | #ES |KMEMICNEM)]

The determinant is —1. The matrix is non-singular, and the vectors form

an orthonormal basis.

Purge the vectors Xy, X5, X3, Yy, Yo, Y3, G, G4, G5 and, if desired, pro-

gram NORM.

{lxll’leIX3IIY11lelIY3IlGlIIG2IIG3I

' NORM'
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Eigenvalues

Another fundamental use for matrices is in developing a structure to
represent linear transformations within a geometric system. Any matrix
that represents a particular linear transformation reflects the properties of
that transformation.

Since similar matrices share all the intrinsic geometric properties of a
transformation, an important problem is to find a simple canonical form
for each similarity class. This simple canonical form can be found by com-
puting the eigenvalues and eigenvectors. Two methods for computing
eigenvalues are illustrated, along with a method for finding eigenvectors.
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The Characteristic Polynomial

The characteristic equation for a matrix can be written as

AX = X
AX-)X =0
A-MA)X =0
X = 0 Trivial Solution
det(4 -M) = 0 Non-trivial Solution

Expansion of the non-trivial characteristic equation yields the characteris-
tic polynomial

ST+ A - s, A+s, =0
The three programs below combine to determine the characteristic poly-

nomial for an arbitrary matrix on the stack.

The first program, TRCN, creates a list of the traces of the first n powers
of the matrix.

The second program, SYM, uses the list created by TRCN to compute the
coefficients of the characteristic polynomial.

The final program, PSERS, uses the coefficients from SYM and a variable
name entered into level one to create an expression of the characteristic

polynomial. Key in the first program.

CLEAR 1: « DUP SIZE 1.8@ GET
« DUP SIZE 1 GET - g 230 50 kST
n « g tmp’ STO {} 1 n 8.80 1.88 n FOR i

START 0 1 n FOR i tmp i
DUP 2 —LIST GET + NEXT 1
SLIST + ’‘tmp’ g STO*
NEXT ‘tmp’

PURGE » » |ENTER| |<>
Store the program.

' TRCN

=MW
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Key in the second program.

« DUP SIZE — b n «
{1} 1 n FOR i — s

« 01 1 FOR j b j

GET s i jJ - 1 + GET x
- NEXT i + 1 —-LIST s
SWAP + » NEXT » »

ENTER] | <>

Store the program.

"SYM

Key in the final program.

« — X « LIST— 0 SWAP
1 FOR n n 1 + ROLL
XxXn1l-"x+ -1

STEP » »

Store the program.

' PSERS

=IO

=MW
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Find the characteristic polynomial for the following matrix.

-17
ARR = 1
5

Key in the coefficient matrix.

[[-17 -57 -69[1 5 3
[5 15 21 [ENTER

Create a list of the traces of the first n powers for the matrix.

[USER]

=TRCN=

-57 -69
5 3
15 21
T -
1: [[ -17.88 -57.688 -§&..
[ 1.88 5.680 3,608 ]
[ 5.88 15.68 21.84a,.,

2:
13 { 9.88 41.80 225.80
-—

Compute the coefficients of the characteristic polynomial.

=S8YM=

=

¢ 1.8 °-9.00 20.60
FSERs| STH JTRCN] OT | ||

Create the algebraic expression of the characteristic polynomial with the
variable name L .

ILI

= PSERS =

The characteristic polynomial is

A2 -9)2+ 201 - 12

=0

'L3-9%L " 2+28%L-12"'
PSERE] svM JTRCN] T ] 1 |

Store the polynomial as the current expression in EQ for the following
problem section.

SOLV

=sSTEQ=

The Characteristic Polynomial

=)

[STEC [RCE JS0LVR] TS0L JCUAD | SHOM |




Compute Eigenvalues From Expansion

The eigenvalues of a matrix can be found by solving for the roots of the
characteristic polynomial.

Find the eigenvalues for the characteristic polynomial stored as the
current equation, EQ, in the previous problem section.

Clear the stack and set the display mode to two decimal places.

Lt LAA]

[MODE]| 2

1

FIX

(It

[ STD JFIde ] I | ENG | DEG | RADs |

Clear the current plot parameters.

D:’L_Oﬂ 3:
' PPAR g
CFPAR | KES | AHES |CENTR] %W | EH |
Adjust the plot height by ten.
10 =*H= 31
F
CFPAR | RES | AHES JLENTR| XN | £H |

Draw a plot of the characteristic polynomial, which was stored in EQ in
the previous problem.

= DRAW =

Note the three roots of the quadratic indicate three distinct eigenvalues
for the 3 x 3 matrix ARR .

Use the solver to set guesses for the roots and solve for the three eigen-

values.

ATTN 3:

gt

= SOLVR = I | 7775 | — | —
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Make an initial guess of 0.5 for the first root.

0.5 =L=

Solve for the first root.

!:ﬂlﬁ_

1:
| 7775 — — —

To solve for a = SOLVR = variable, press the shift key followed by the

desired = SOLVR = variable key. Pressing the key will display the

intermediate values during calculation.

[ ] EL= [ENTER]

|

L

The first eigenvalue A, =1.

1§r0
| 77370 I I -

Make an initial guess of 2.5 for the second eigenvalue.

CLEAR

[\
%)
i
1

Solve for the root.

[ ] EL= [ENTER]

The second eigenvalue Ay =2.

!ero
1: 2. 08
CLIESFEEN [ [ [ ]

Make an initial guess of 5 for the third eigenvalue.

Solve for the root.

[ ] =L= [ENTER]

The third eigenvalue A3=6.

n|i

——
-

L JESFE=I[ || Il | |

!EFO

1: 6. 0808
|| F7775 | I — Il ]
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Compute Eigenvectors

We can compute the eigenvectors corresponding to the three eigenvalues

found in the previous problem.

ARR =

=17 =57 -69
5 3
15 21

Clear the stack and set the display mode to one decimal place.

[MODE] 1 =FIXE

Key in the matrix ARR .

[[-17 -57 -69[1 5 3
[5 15 21 [ENTER]

Create the 3 x 3 Identity matrix /.

3 [ENTER]

ARRAY| ZIDN=

Form M\*/ for ), = 1.

1 [ENTER]

3:
7
[ 370 | FItm ]| 5CI | ENG | DEG | FfDa |
1: [[ -17.8 -57.8 -69..,
L 1.8 5.8 3.8 1]
[ 5.8 15.68 21.8 1]
[ ST0 | FItm ] Sc1 | ENG | DEG | FAla |

3:
% (L -17.8 -57.8 —Sg.ﬁ

1.8 8.8 0.8 ]
0.8 1.0 0.8 ]
[ .8 6.6 1.8 1]
[SI2E | KOM ] TEN | CoN | TON | RSO ]

Subtract from ARR to obtain the matrix (ARR -2 ).

(-]
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Store the matrix (ARR - )/ ) as EIG .

'EIG 3:
28
i:
[ SI2E [ ROM | TEN | CON | TON | RSO0 ]
Recall the matrix EIG .
ZEG= 1: [[ -18.8 -57.8 -69..
[ 1.8 4.8 3.8 ]
[ 5.8 15.68 28.8 1]
I T T I T A
Verify that det(4 -\ ) = 0.
ARRAY 3:
= = oH
=DET= I: 0.9
CRos:] 00T | DET | AES [FNRM]CNRH]
The determinant is approximately zero.
Recall matrix EIG once more.
o 1: [ [18.9 -57.8 ~69...
[UsER] ZEIG= [ 5.0 15.0 208.0 1]
[ EIG | L |FFaR ] EC | LT |

Reduce to row echelon form to solve for the eigenvector X ;, where
(A -MI)X;= 0

Enter mode and use the key to remove the outer array brackets
and form three individual row vectors. Each row vector corresponds to
one equation of the system. After the edit, |[ENTER| the row vectors.

Note that the utilities in the section entitled "Orthogonality" can also per-
form the modification of the form of the matrix.

[ -18 -57 -69 ] 3: [ -18,0 -57.0 69,0,
13 Ry
[ 515 20 ] I T T I T

Use the program UT, described in the problem section "Homogeneous
System," to reduce the matrix to upper triangular form.

ut

i
i

: [ -18.8 5?8 69 8.
: [BBB. |
t [ 8.0 8.6 -1. BE 11]
LEDS [ L JFFAR ] EQ J UT | |

=M

60 Compute Eigenvectors



Remove the vector that represents the equation 0 = 0.

3:

2: -18 B 5? -69. 8.,
1: 0.8 0.8 -8.8 1]
EEI..IEHEIEIHWI..I

Enter the equation represented by the second vector.

.8 x X2 -

Solve for x,,.

X2

Isolate the term.

ZISOL=

Collect terms.

=COLCT =

.8 x X3

3: [ -18.8 -57.8 €90,
3 [ 0.0 0.8 -B.8 1
1: '@, B¥X2-0, BER3=A"
T I T N Y
31 [ 0.0 0.8 -0.8 ]
2: PN e*xaxg'
[E0LCT [EXPAN] STZE | FORM (UESUEIEHSUE
3t [ -18.8 -57.8 -69,0.
3 [0.0 0.8 -0.8 ]
1: ', B¥X3/0. 8"
it | T30L LD | SHObd U8 GE TERGET)

3t [ -18.8 -57.8 -69, 0.,
2 ['0.06.5 -6,% ]
[E0LCT EXPANL STZE | FURM (UESLIEIERSUE]

The result is x,=x5. Remove this solution and the second vector from the

stack.

DROP

3:
2:
1: [ -18.8 -57.08 -69.0..
[COLETIERFAN] ST2E [FORM JOEZLE[ERSLE

Enter the equation represented by the first vector, substituting x5 with x.

r-18 x X1

-69 x X2 =

-57 x X2

0 [ENTER]

2: [ -18.8 -57.8
1: B—IB*XI 5?*X2-69*X2—

CuLET[ERFAN] ST2E [FORM J0ESLE[ENSUIE]
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Solve for x;.

X1 |ENTER

Isolate the term.

Collect like terms.

=COLCT=

The result is x; = — 7*x,,.

gt [ -18.8 -537.8 -69
25 '-18%R1-57ER2- 69*§%“

1
COLETIERPAN] SIZE [FORM JOESUB[ERSUE

2: [ -18.8 -57.0 -69,8..
1: :(69*H2+5?*H2)/(—18)
THVLE] T50L JQUAD | SHOW JOBGETIERGET]

'—*Nll'.L‘l

[ -18.8 5? Ei -69, 8.,
B*KE)'
IIEII

Therefore a solution eigenvector isx; = —7,x,=1,x3=1, or X, = [-7 1 1].

Verify that (4 -M )X = 0.

[=7 1 1 [ENTER]

Recall (4 -\).

EIG

Multiply the two matrices.

[SWAP|
[x]
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3:
2
1: [ -7.8 1.8 1.8 ]

1: [[ -18.8 -57.8 -69..
L 1.6 4.8 3.8 ]
L 5.8 15.8 28.8 1]

| EIG | L |[PPaR] EC | UT | |
3: (
21

1= [ 8.8 8.8 8.8 1]
| EIG | L |PFAR] EC | UT | |




The result is 0, verifying that X, is indeed an eigenvector associated with
A

The same procedure can be followed to find eigenvectors for )\, = 2 and
AS = 6

Purge the user variables and programs used in the last three sections.

{’EIG’’L’’PPAR'"EQ’"UT’ [PURGE
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Compute Eigenvalues from |\l — A|

Find eigenvalues directly from the function det(M —A ) without computing

the characteristic polynomial.

=78 -29.7
A= 0 2.1
33 9.9

-39.6
0
153

Clear the stack and set the display mode to two decimal places.

[MODE| 2

FIX

Clear the current plot parameters.

" PPAR |PURGE

Key in the 3 X 3 matrix.

[[-7.8 -29.7 -39.6
[0 2.1 0[3.3 9.9 15.3

Store matrix 4 .

A [sTO]

3

2-

1:

[ ST0 | FIie | SCI | ENG | DEG | KnDs |

= Ll.'l

[ ST0 | FIde | SCI | ENG | DEG | Fhbs |

1: [[ -7.80 29?8 39.
[ B.68 2.18 @
[3389981538

(S0 |FIue] ScI | ENG | DEG | Raa ]

—=Ja

wi

| 370 [FIim | SCI | ENG | DEG | RADN |

Enter a program that computes the function det(M —A4 ), with X the

independent variable.

« 3 IDN L x A - DET »
ENTER

Store the function as the current expressio

STEQ=

1
il
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23
1: « 3.88 IDN L * A -
DET »

| ST0 JFIitm ] 5C1 | ENG | DEG | RADa |

n in EQ.

FMIM[FMAs [TNOEF] DRRI

_AI



Adjust the plot height.
5

*H

1
il

=00

LPPAR | RES | ARES [CENTR] %l | H |

Set a larger resolution.

2 =RES=

a0

[FPAR | RES | ARES JCENTR

Plot the function, using X for the abscissa. The program takes several
minutes to complete, as it computes the determinant for each point plot-
ted.

= DRAW= i |
%

The curve shows that there are only two distinct roots. The leftmost root,
which is a local maximum, must represent a double eigenvalue root.

Digitize the roots to set initial guesses for the root solver.

Set the standard display mode.

ATTN Y ,
— 2: (2.1,0
MODE| =STD= Tt ¢5.3,0)
[ ST0m | FIH | SCI | ENG | DEG | RADs |

Note: The values displayed will vary by differences in the digitizing posi-
tion from the graphics display.

Use the Solver to find the roots of the curve.

SOLv 3:

= SOLVR= 2t (2.1,8)

=V = 1: ¢5.2,8)|
N T | 7753 | N | —
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Solve for the rightmost root.

L]

L

]
—
1
1
1

|

One root is A; = 5.40.

1 1gn Reversa

e | 37—

2. 4@88@@8&38 1 Ei

Drop this result from the stack and solve for the next root.

DROP

L

L

(i
i

L]

1
(i

|

The double eigenvalue is Ay=X3 = 2.10.

!ero
1

2.1

[—
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Least Squares

The method of least squares is a standard statistical algorithm used to fit a
curve to data in order to estimate a function, predict a trend, or approxi-
mate missing data values. Least squares results can easily be calculated on
the HP-28S or HP-28C, and the graphic display is particularly useful for
examining the fit to the original data.
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Straight Line Fitting

Find the least squares straight line fit to the four points: (0,1), (1,3), (2,4),

and (3,4).

The least squares solution is given by Y =MV to fit the liney =ax +b .

Note: The solution provided below serves to illustrate matrix operations,
and could be replaced, in the case of y =ax +b, with the statistical func-
tions (Linear Regression) of the HP-28S or HP-28C.

V =
Solving for I gives
CLEAR
[MODE] 2 =FIXZE

Key in the y values of the data points.

([1[3[4[4
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3:
2
[ ST0 JFIdm | SC1 | ENG | DES | FiDa |

1: [[ 1.98 ]
[ 3.00 ]
[ 4.00 1
(510 |FIim] SC1 ] ENG | DEG | b




Store the 4 x 1 matrix Y.

'Y [sT0]

3:
23
[ ST0 | FIdm ] ScI | ENG | DES | RADa |

Key in the @ and b values representing the line y =ax +b .

[[0O 1[1 1[2 1[3 1 [ENTER]

Store the 4 X 2 matrix M .

‘M [sT0]

Compute V" using the least squares fitting

Y

> =2
P

R

—
I
z

il

=<

=
I x]

ENTER

il

= |l
]2

]

6a ]
.00 1.68 ]
[ 2.88 1.668 ]
[ ST0 | FIdm ] scI | ENG | DEG | RADs |

1: [[ 6.88 1
L 1.4

=MW

[ ST0 JFIdm ] SCI | ENG | DEG | RADs |

method.

=

[[ 23.80 ]
[ 12.688 1]
(2126 | KM ] TRN | CoN ] TON | K30 ]

! [
[ 1.
(S12E | hoM | TEN | CON | 0N | RD |

Store the coefficients from matrix V" in the individual variables @ and b .

= ARRY— =

Drop the dimension list.

DROP

3: 1.88
2: 1.58
1: { 2.08 1.8

3:

2: 1.88
1: 1.58
[*ARRVIRERY ] PUT | GET | FUTI | GETI]
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Store the two coefficients.

'B 3

2
1: 1.686
*ARRY

'A [sTO]

a0

FAEEY FUTI

Enter the equation for the straight line.

'A x X + B [ENTER]

=

: AERHE
SARRTIARRT3] PUT | GET [PUTE | GETT

Store the equation.

' LINE 3t
21
1:
[+ARRYIAREY#] FUT | GET | FUTI | GETI |
Recall equation LINE.
SLINEE 3z
2:
1: 'A¥X+B'
[LINE] # | E [ M | & | |

Store the line equation as the current expression in EQ.

=STEQ=

[STEQ [RCEC [SOLVR] TS0L | UAD] SHOM |

it

Use the Solver to compute the desired line.

SOLVR

1
(I

EXPR= =

'1.688xX+1.50"
I 3 | 77 |

The straight line fit to the data is the equation y =x +1.5.
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Now use the PLOT menu to draw the line

Clear the current plot parameters.

and verify the fit to the data.

[PLOT]
' PPAR [PURGE

-—~mm

‘1, B8%K+1, 58"
ﬂlﬂﬂm

Establish X as the independent variable.

X = INDEP

Adjust the height by 5.

5

il

*H

3:
2t
1 ‘1. EIB*X+1 o8
[STEC: [KCEC [PMIN]PMAR [INDEF| DRAL ]
3:
21
1: "1, BEEH+1.56"
[PPAF | RES | ARES JCENTR] ¥ 1 2H |

Recenter the axes so that the point (0,1) can be viewed on the plot.

(-1,-1)

S AXES =

Now move to the Statistics menu to set up

STAT

CL®

Enter the four data points into ZDAT.

[0,1 =x+=
[1,3 ==+=
[2,4 =x+=
[3,4 ==+=

3:

2

1: '1.80%X+1.508"
[FPAF | RES | RRES JCENTR] ¥ | #H |
a scatter plot.

gt

o

1= '1. BB*KH 58'
[ E+ [ E- | WE | CLE [STOE|RCLE ]
cH

2:

1= '1. EIEI*X+1.SB'
[ Z+ ] E- | NE | CLE | STOZ | RCLE |

Enter a program that will overlay the function plot onto the scatter plot.

« CLLCD DRWE DRAW

3:

2: '1.80%x+1.50"
1= « CLLCD DRWZ DRAW *»
[STEC RCEC [FMIN]FHAY JINDEF] DEAI |
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Draw the plot.

EVAL W

— 1

We can see from the plot that the line fits the four points well.

Purge the variables used in the problem section.

{/SPAR’ 'SDAT’ 'PPAR’ 'EQ’ /A’ /B’ 'M’/ 'Y’ ' TIME’
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Quadratic Polynomial

According to Newton’s Second Law of Motion, a body near the earth’s
surface falls vertically downward according to the equation

Y =Yotvol +%g 2
where

y = vertical displacement at time ¢ .

Vo = initial vertical displacement at time ¢ = 0.

v = initial velocity at time ¢, = 0.

g = Newton’s constant of acceleration of gravity near the earth’s surface.

1]

An experiment is performed to evaluate g. A weight is released with
unknown initial displacement and velocity. At a fixed time interval the
distance fallen from a fixed reference point is measured. The following
results are obtained: At times? = .1, .2, ....5 seconds the weight has fallen
y = —.055,.094, .314, .756, and 1.138 meters, respectively, from the refer-
ence point. Calculate the value for Newton’s constant g using these data.

We will fit the quadratic curve
y =a +bt +ct?
to the five data points. The least squares solution is given by
Y=MV
where
V|
Y2

Y 4
']
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and

Solving for V' gives

TRk R Rk, =k =

T
V= MY
MTM

Clear the stack and set the display mode to three decimal places.

z|
O
o
m
w
i

Key in the matrix of y values.

[[-.055[.094[.314[.756

[1.138 [ENTER]

Store the 5 x 1 matrix Y.

Y [sT0]

Key in the components of array M .

Enter row; = 1, .1, .12,

1 [ENTER
-1 [ENTER]

at
—
3
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3:
2
[ 370 | FIta ] SCT | ENG | DES | FhDe |
1: [[ -B8.855_1

L 8.6894 1]

[ B.314 1
[ STD | FIte | 51 | ENG | DEG | RADe |
cH
2
[ ST0 | FItm | SCT | ENG | DEG | FfD |
3: 1.0488
28 B.108
1: B.6810
[ ST0 | FItm ] SCI | ENG | DEG | RAle |




Enter row, = 1, 2, 22,

1 [ENTER]
-2 [ENTER]
ENTER

>

Enter row, = 1, .3, .32

1 [ENTER
-3 [ENTER]

NTER

i
—

Enter row, = 1, .4, 42

1 [ENTER
-4 [ENTER]

NTER

EI

Finally, enter rowg = 1, .5, .52
1 [ENTER]

.5 |ENTER
TER

m

=z

Key in the dimension of M .

{5 3 [ENTER]

Put the components into the array.

ARRAY
= —>ARRY

i

Store matrix M .

‘M [STO]

= 1.0688
2: a. 288
1 . 8408

: 5]
FIim | SCT | ENG | DEG | KADS |

=H 1.06688
2: B.308
: B.683a

1: .
[ ST0 [FINe ]| 5CT | ENG | DEG | RADS |

3 1.860
28 . 488
1: B.168
[ ST0 [FINm] sCT | ENG | DEG | RADS |
3: 1.088
25 a.580
1: .25

1: [[ 1.6680 46,168 &.81..,
[ 1.8608 B.280 A,684..,
[ 1.868 B.380 B,689..
[+aRRY[ARRY ] FUT SETI

=0
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Compute V" using the least squares method.

=

NE

1

)

T

<
x]

H\H‘ =
—
2|5
z
T =
m
s

=
]

Store matrix V.

'V [STO

1: [[ 2.247 1
[ B.973 1]
[ B.437 1]
[ SI2E | RDM ] TRN | CON | TON | EsSD |

1: L
C

[ SIZE | KOM | TEN | CoN | TON | D |

3:
%:
| SIZE | KOM | TEW | CON | ION | RSD |

Evaluate g, Newton’s constant of gravity. Get element ¢ from the solution

vector V, then multiply ¢ by 2. g =2%c.

v
{3 1}
=GET=

2
Convert from m/sec? to ft/sec?.

LC] m [ENTER]
Lc] ft [ENTER]

The result is g =32.246 ft /sec?.
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=0

9.829
[+AREV[RRRY+] FUT | GET | FUTI|GETI |

9.

[*ARRVIRERY ] PUT | GET | FUTI

7

=)

- -0

2
m
t

2:
: w2246
(SR TIAERT>] PUT | GET | PUTL [ GET1]




Now use the solver to compute the desired quadratic polynomial.

! A+BxT+CXT A2

Store equation POLY.
' POLY

Get the coefficients from matrix V.

V [ENTER]

= ARRY— =

Drop the dimension list.

Store the three coefficients a, b, and c.

’C [s10]

"B |STO

'A [sTO]

a: 32,246
21 ¥t

1: 'A+BXT+CXT2"
*ARRY GETI

= )
=H
= 32.246
1: 'ft!
FUTI

1: [ 1

[ -6.1 ]
[ B.092 ]
[ 4.914 11

a

B QMg

3:
=
1: { 3.86808 1.

3: -8.121
2: a.899
1: 4.914

FUTI

2
23 -8
1: a

32.246
IFt 1

: -8.121

a0

3:
25 32,246
N

1:
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Recall the equation.

= POLY

1]

Store the equation as the current expression EQ.

gi 32. %46
1: 'A+BET+CETA2 !
[ 8 | B | C [POLY] ¥ | M |
3:

: 32. 246
1 : £t

[STEC [RCEC [SOLWR] TS0L | CUAD] SHOM |

Use the Solver to compute the desired equation.

= SOLVR=
= EXPR=

|IIH ‘

The least squares solution equation is —0.121+0.099¢ +4.914¢2.

Next, overlay the function curve over a scatter plot of the data points to

verify the fit.

First, clear the current plot parameters and establish ¢ as the independent

variable.

[CLEAR]
' PPAR

T =ZINDEP=

il

3:
2
(TEG: | RCEG: | PMIN| PP [TNDEF] DRV

Adjust the plot width by .1, to plot 0.1 second intervals along the abscissa.

3:
%:
[FERE | RES | RHES JCENTE] i | 3H |

Next use the Statistics menu to create the scatter plot.
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3:
%:
=+ | - | HE J LT [SToERELE |




Enter the data points for the scatter plot.

[.1 -.055 =3+= 2t

[.2 .094 =3+- o

[.3 .314 ==+= "E+ [ E- | NE | CLE |ST0Z |KCLE |
[.4 .756 —x+-

[.5 1.138 =3+-=

Now write a program to overlay the two plots.

a:

« CLLCD DRWY: DRAW T « CLLCD DRWE DRAW »

[STEG |RCEC: ] FMIN|FMhi JINDEF| DRk |
Store program PLT.
'PLT [sTO] Y
oH
i:

[STEC: [RCEC: [PMIN]PMAY [INDER] DERI

Draw the plot.

UseR] Spurs \\M_];_/“/

You may wish to rescale the plot height to obtain a better view of the fit of
the first two data points.

3
.25 =*H= o

[Frii | hEs | Aies [CENTEL &b | sH |
N z
=PLT= e il i

The plots show a good fit of the quadratic polynomial to the five data
points.

Purge the user variables and programs created in this example.

{/SPAR’'PLT' 'SDAT’ 'PPAR’ "EQ’ "A’ 'B’ 'C’ ' POLY "’
ryrrvrry’
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Markov Chains

A Markov Chain is a system that moves from state to state, and in which
the probability of transition to a next state depends only on the preceding
state. The system states can be predicted at particular points in time using
transition probabilities.

The transition matrix for the Markov Process is the n x n matrix P =[p;;]
where p;; = probability of transition directly from state j to state i, and
n

Zpij =1
t=1

The components of the state vector X®) signify the probability that the
system is in state i at the n® observation.

The model for the system is described by X(*+1) = P X(*) where the tran-
sition matrix applied to the current state determines the next state.
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Steady State of a System

A chemist runs an experiment where colored films are immersed in a
solution for a brief time period, resulting in a possible color change. She
calculates the color changes according to the following probabilities.

Original Color
Magenta Cyan Yellow
.8 3 2
A 2 .6
A 5 2

New Color

Magenta
Cyan
Yellow

Determine to two decimal places the probable future color of a cyan film

dipped in the solution several times.

CLEAR
[MODE| 2

I

FIXE

Key in the 3 x 3 transition matrix P.

[[.8 .3 .2[.1 .2 .6[.1
.5 .2

P [sTO]

=0

[ ST0 | FIde ] sc1 | ENG | DEG | RADs |

1: [[ 8.80 B.30 B.28 ]
[L B.18 0.28 B.68 1
[ B.18 B.58 B.28 1]

[ sT0 | FItw ] 5CT | ENG | DEG | Riba |

3
i
[ ST0 | FIdw | SCI | ENG | DEG | Ribs |

Key in the initial state vector X°. This vector represent an initial state of

cyan.

crorigo

X [sT0]

1: [[ 8.68 ]
L 1.08 1]
L B8.08 1]

[ 370 | FItm ] SCT | ENG | DEG | Rba |

=Moo

[ ST0 [ FItm ] SCT | ENG | DEG | FnDa |
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Key in the initial value for n = current state.

O |ENTER H
N [sT0] o
| 2T0 [ FINe | SCT [ ENG | DEG | KADm |

Write a program to compute the next future state.

« N1+ N STO P % NIEIB N' STO F
: + !
SWAP x » |ENTER SNHP
IZIEIIEEIIEEI]
Store program MARK.
"MARK %:
15
[ ST0 [FIitw ] SCT | EMG | DEG | FaDa |
Recall the initial state vector.
USER| =X= 1: [[ B8.848 1]
L 1.688 ]
L 8.88 11
EETTH I I I I
Compute the next state.
= MARK = 1: [[ 8.28 ]
L 8.28 1
L 8.58 11
LT I I R N

After one observation, the color is most lik
next state.

ely to be yellow. Compute the

= MARK =

IIII[

1: [[ 8. El]

[ 8.2

L 8. 3]]

[RET I I G .

4
2

After two observations, the color is most likely to be either magenta or
cyan. Continue computing future states until a final steady state is

reached.

= MARK

H!H

1: [[ 8.43 ]
L 8.25 1
L B8.27 11
[T T T G . .
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= MARK

[

i
]

= MARK =

= MARK =

:

1

MARK =

Q. ]
L B.23 1]
IEETTA T I I N .

23 1
L B8.21 11
[T T T G N

1: [[ B8.56 1]
L 8.23 1
L B.21 11
A T G .

The system has reached a steady state. Determine how many observations

were completed to reach this final state.

N

I
Il

3:

2: [[ 8.56 1 [ B8.23 l.
1: 16.0608
[T N I G N
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The system reaches a steady state after n =10 observations. The probable
future color of an initially cyan film immersed several times is .56
magenta, .23 cyan, and .21 yellow.

Purge the variables used in this problem section.

{ 'MARK'’ 'N’/ "X’ ’P’ |PURGE
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A Sample Application

Matrix manipulations are used to solve complex, multi-dimensional prob-
lems. The following applications illustrate use of the HP-28S or HP-28C
matrix capabilities in a market with challenging economic issues. These
same analytical tools can be applied in many other industries.
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Forest Management

When a forest is managed by a sustainable harvesting policy, every tree
harvested is replaced by a new seedling, so the total population quantity
remains constant. A matrix model can be developed to assist in determin-
ing optimal harvesting procedures. The model is based on categorizing
the trees into height /price classes and computing an optimal sustainable
yield for a long-range time period.

The Sustainable Harvesting Cycle is represented by:

Forest ready for harvest — harvest + new seedlings = forest after harvest,
or

GX -Y+RY =X

where

Xn

X = Nonharvest vector, the trees that remain after the harvest and
replanting.

x; = number of trees in the i th class.

i ranges from 1 to n, where there are n height/price classes.

n

S =Y x; = total number of trees sustained.
i=1

Tree growth between harvests is designated by g;, the fraction of trees that
grow from class i to classi +1.

1 — g; = fraction of trees that remain in class i .
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The growth matrix is

1-g, O 0 0

& 1-g2 0 0

0 82 1-g; 0

G= 0
1-g,1 0

0 0 0 g1 1

GX = Nonbharvest vector after growth period, or forest
ready for harvest.

Y1

Wn

Y = Harvest vector, or trees removed at harvest.

111- -1
000- -0
R=| .
000000

R = Replacement matrix.

RY = New seedling vector, or trees planted after harvest.

Forest Management
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The Harvest Model

A harvester has a crop of 120 silver fir trees to sell annually for Christmas
trees. After last year’s harvest, his forest had the following configuration.

Class Height Interval in Feet Number of Trees
D) (h,) (x;)
1 [0,4) 15
2 [4,8) 20
3 [8,12) 35
4 [12,16) 30
5 [16,00) 20

During the growth period, six trees in class 1 grew to the next height class,
as did thirteen trees in class 2, ten trees in class 3, and four trees in class 4.
If the harvester sustainably harvests eight trees of class 2, six trees of class
3, thirteen trees of class 4, and six trees of class 5, what is the
configuration of his crop after harvest and replanting?

CLEAR]

[MODE| 2 =FIX=

Enter the 5 x 1 nonharvest vector X .

[[15[20[35[30[20 [ENTER

X [s10]

I“”"’

ST0 | FIdw | SCI | ENG | DEG | RAla |

lilﬂlmlﬂﬂ:l

a0

[ ST0 | FIte ]| SCT | ENG | DEG | RiAls |

Compute the growth fractions for each height class. First, compute

81=6/x,.

6 [ENTER)
15 (5]

a8 The Harvest Model

a. 48
[ sT0 | FIdw ]| SCI | ENG | DEG | RADa |




‘Gl

Compute go=13/x..

13 [ENTER]
20 [2]

'G2

Compute g3=10/x3.

10 [ENTER]
35 [

'G3

Compute g4=4/x,4.

4 [ENTER]
30 [

'G4

|

'—‘Nl'.l.'l

II'E:II}THII

»ruw

B.65
Iﬂﬂlﬂlﬂlﬁﬂﬂm

=H
2
1:

[ ST0 | FIdm ] 5CI | ENG | DEG | RiDs |

3:

I'\.‘l

g.29
IIMIHEEE:I

B.13
[ 570 [FIts | =CI | ENG | DEG | KADs |

HI’\J(.D

II’EIIEIEII!EIIMI'
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The Harvest Model

3: G.04
2: Q.64
1: 6. 64
[ G4 1 63 | G2 | &1 | # | |
a: @.0a
2: B.008
1: 8.006
[ 64 | 63 | G2 | &1 ] # | |

Tl

7
8
G | 63 | G2 | &1 f v ]

I'—'-th’.lJ
o
DR

3: a.29
2: B0.87
1: .80
| G4 | 63 | G2 [ &1 | v [ ]




Enter rows,

E

m|im| ©
zZ
—.'
m
s

=
)

N
G

1 [ENTER]

Enter the dimensions of G.

{5 5} [ENTER

I

e
il

Store matrix G .

ARRAY
= ARRY =

’G [sT0]

Enter the 5 x 1 harvest vector Y.

(rorsreris(e

Y [sT0]

] .66
2 A.13
1: 1.66
oi | 63 | G2 | 61 ] # | |

g B8.71 0.
[ AR | ARR

iVARRYS

—
.
m

[ 6.88
[ 8.808
[ 6.80
FUT

OO
[ESTETEN]

3:
%:

Create the replacement matrix R . First enter the dimensions of R.

{5 5} [ENTER

: { 5.00 5.00

=PI
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Create a constant matrix whose entries are all zero.

0 [ENTER]

CON

il

]

Now enter ones across the entire first row

{1 1} [ENTER]

1

elie]
clc
=l

1

il
(1L

"o
c
=

1}

(it

-u
[
=

P RRRR

o
C
=1

Drop the index list.

Store matrix R .

'R [sTO]

1: [[ 8.688 6.08 O.88 A.,
[ B.86 A.80 A.680 .,
[ 8.608 A.80 B.68 4,

| SI2E | ROM | TRN | CON | IDN | RSD |

ofR.

cH

2: [[ 6.8 A.80 A.88 4

1' £ 1.88 1, GE”J }

| SI2E | DM | TRN | CON | IDN | RSD |

2

[C 1.88 1.60 1.88 1.
{ .EIB l.BEI 3

FUTI

3:
2

1:
FUTI

Write a program to compute the configuration of the forest after harvest.

« G XxY-RYXx+ »
’ CROP |STO

92 The Harvest Model
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llgGX*Y—R‘r'*+
LR v | 6 | G4 | 63 | &2 |

3:
%E
[chor [ K | v [ G | G4 ] 63




Compute the new nonharvest vector with program CROP.

=CROP = 1: [[ 42.88 1
[ 5.80 1
[ 32.68 ]

[chof | k] v | G | G4 | G3 |

Use or to view the entire vector. The key will exit
EDIT mode.

The new nonharvest vector is

The program can be used with the new nonharvest vector to predict new
forest configurations using the same harvesting cycle annually.

HP-28C users should purge the following variables and programs before
continuing to the next portion of this example:

{’CROP’ IRIITGIIXI Y/

It is not necessary to purge these programs and variables if you are using
an HP-28S.
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Optimal Yield

If the harvester wishes to optimize his profit year after year, he must
determine the optimal sustainable yield. This is achieved by harvesting all
of the trees from one particular height/price class and no trees from any
other class. The sustainable yield is thus a function of both price and
growth rate, but independent of the current nonharvest vector. Note that
if class k provides the maximum yield, the first year all classes > k are
harvested. In the following years only class k is harvested, and no trees
will ever be present in higher classes.

S = total number of trees sustained in the forest.

p1 0 -0

© P2 . .
P=(  _ [=Price matrix

0 0 - p,

p; = price attained for class i.

GG =

88n
GG = growth ratio matrix.

where

88 = '._11 fori=2.n

k:lgk
£8.1=0
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vl
Vi,
YL =

Vin
YL = yield vector.

¥l = yield (total dollar amount) obtained by harvesting all of class i
and no other class.

The optimal class to harvest can be selected by finding the maximum y/j
from yield vector YL , where
YL =P *S*GG

Suppose the market prices for the five classes are p; = $0, p, = $50,
ps = $100, p, = $150, and p5 = $200. Determine which height class
should be harvested.

Enter the market prices for the five classes and store in variables p,
through ps.

31
0 [ENTER o
Pl |STO | F1 JCRoF] R | v | G | GH |
50 =
: 50. 08
I T I T
'P2 =
1
| F2 | F1 JCROF| K | v | 5 |
=p2= g:
2 1: 160, 9a
"2 | F1 |cRoF | E |
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’P3 [s1O]

=P2=
3 [
P4 [sT0]
=pP2=
4 ¥
"P5 [sTO]

Enter the dimensions of P.

{5 5} [ENTER]

3:
2
I I O T A
3:
21
I: 15@. @8
R I O 0T I
3:
2
R O O O T
3:
21
It 268, B8
R I W 0 A

3:
e
[ F5 | Fu | F3 | P2 | F1_JCROF]
3:
2
1: { 5.80 5.808 3
L Fs [ Fu | F3 | P2 | F1_]CROF |

Create the 5 x 5 price matrix P. Since P is a sparse matrix, with most
entries equal to zero, first create a constant array whose entries are all

ZCro.

O [ENTER]

ARRAY| =CON=

96 Optimal Yield

1: [[ 0.88 B8.00 B.08 8.,
[ B.88 B.08 8.08 8.,
[ B.88 0.08 8.08 8.,
[SI2E [ RO ] TEN | CoN | TON | RS0 |




Now enter the values p; along the diagonal entries.

{1 1} [ENTER]

cH

2: [[ 0.068 B.68 8,88 4,
1: { 1.668 1. BB >
[ SIZE | ROM | TEN | CON | TOM | KSD |

P1 [ENTER 2: [[ B.00 B.06 B.60 0,
= £1i.68 1.08 3
1: . @A
[SIZE | ROM | TEN | CON | ION | FsD |

=PUTI = =H

— 2: [[ 9.60 0.60 0,68 0,
: £1.00 2.00 3

Use the function to modify the displayed position index. The
modified position index is then [ENTER)ed. Alternatively, you may
{1.00 2.00} from above and enter the position index {2 2}.

[DROP] {2 2} [ENTER]

3:
2: [[BBBBBBBBBB
1' .BB E.EIB 3

P2 3: [[ 9.00 9,00 9,00 0,
2 £ 2.08 2,00 3
1i 56, B0

= PUTI =

3:
= [[BBBBBBBBBB
1: { 2.6 .EIEI 3

Use the function to modify the position index. The modified posi-
tion index is then [ENTERed:

DROP| {3 3} [ENTER

3:

2: E[BBBBBBBBBB
1: { EIB ¥
+ARRVIRRRY ] FUT | GET | FUTI| GETI]
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P3 [ENTER]

111l

PUTI =

g ([ 0.0 0,00 6,00 O,
& 3.0 3,00

lﬂlﬂﬂﬂﬂlﬂﬂilﬂﬂlﬁﬂﬂﬂlﬂﬂﬁ

2 [ o, @0 0,00 0,00 O,
: 08 4.00 5

IMEHMHHEIHHIHEIIEHIIHEII

kq

Use the function to modify the position index. The modified posi-

tion index is then | ENTER ed:

[DROP] {4 4} [ENTER]

P4 [ENTER]

1
I

=PUTIE

=)

[[ 8.868 0.88 8.00 @,
{ 4.688 4.08 3
[HHREVIRERY ] PUT | GET JPUTI| GETI ]

[[ B.660 O.88 8.00 8.,
{ 4.88 4.88 >
156.

[AREV]RRRY ] FUT | GET JFUTT | GETI ]

l-'-l"\-JUJ

=0

[[ 8.66 b.688 B.00 8,
{ 4.88 5.88 >

FARRVIARRY S FUT | GET | FUTI]GETI |

Use the function to modify the position index. The modified posi-

tion index is then | ENTER kd:

[DROP] {5 5} [ENTER]

P5 [ENTER]

PUTI =

1l

98 Optimal Yield

3:

2: [C 8. GB 0.6080 8.00 @

1: 5.80 5.88
Eﬁﬂlﬂliﬂlﬂﬂlﬁﬂﬁlﬂﬂmrlﬂﬁﬂ

[C 8. BB B BB B (510 B

3:

2: .08
1: 28@ BB
HARRY]RERN ] FUT | GET JFUTI|GETI ]

3:

2: [[ 8.00 8,688 B.88 0,
1: { 1.88 1.688
+AREV]ARRY#] FUT | SET | PUTI | GETI ]




Drop the index string.

Store matrix P.

P [sTO]

1: [[ 6.00 B.688 8.88 8.

FUTI

3:
%:
ARRVIRERY ] PUT | GET | FUTI ] GETI

Store the total number of trees sustained in variable S .

120

'S [s10]

3-

2.
128 (515

=

Compute the 5 x 1 growth ratio matrix GG .

Enter gg, = 0.

0
'GG1

Compute gg, = 1/g;.

=G1=
[1/x]
'GG2

Compute ggs = 1/g, + 1/g5.

(1L
[0
(0]
N
]

1
(0]
N
1

N
x

3:
%:
FLTI

3:
2%
1: 2.908
[ 551 | G4 | 63 | G2 | 51 | £ |
3z
2
[ G552 | 551 ] G4 | 53 | &2 | 61 ]
3t
2: 2.98
1: 1.54
[ 552 | Gsl | G4 | 63 | 52 | 51 |
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3

1 4.04

(G2 | GG1 ] G4 | G3 | G8 | Gl |
1GG3 [sTO] 3

1:

[GG3 | G2 | GGl | G4 | G3 | G2 |
Compute gg, = 1/g; + 1/g2 + 1/g5.
=GG3= '%' 4o
=G3= : 3. 50
1/x (GG3 | GG2 | GGl | G4 | G3 | G2 |
=1 o

2: 7.54

mmm.&:
'GG4 g:

1

"GGY | GG3 | 562 | GGl | G4 | 53 |
Compute ggs, = 1/g; + 1/g2 + 1/g5 + 1/g4
=GG4 = %: - 54
=G4= 1: 7.58
(G4 | 563 | G2 | @61 | G4 |
3

1: 15.04

"GG4 | 663 | @62 | GGl | G4 | G3 |
'GG5 [sTO %:

1:

(365 | 364 | 533 | G52 | GGl | G4 |

Now invert gg,, g23, 224, and ggs to form th

GG2
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'GG2

=GG3=
'GG3
=GG4=
’GG4
=GG5=
'G5

a0

| 665 | 664 | 663 | G662 | GaEl | GH |

=H

=H

1: 8. 25
| GG5 | GGY | GG3 | GG2 | GG | GY |
eH

21

i:

| GG5 | GGY | GG3 | GG2 | GG | GY |
3:

2

1: 8.13

[Gas [ 564 | 553 | 662 | 661 ] G4 ]

Create the 5 x 1 matrix GG . Put the elements on the stack.

i
o)
Q
i

i
[0
(0]
N
1

i
9]
[0
w
it

i
[0
o
B
1

i
(0]
(o]
(3]
1

3:
2
G55 | 564 | 563 | Ga2 | GGL 1 G4 |
3:
2:

B. 67
R N N T
3:
2
E 8. 25
e 9.13
1: 8. 87
(555 | 5GH | 563 | G52 | GG1 [ 61
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Enter the matrix dimensions.

{5 1 [ENTER]

Create the matrix.

ARRAY
=—>ARRY =

Store matrix GG .

'GG

C a
L 4
L 25 1

3:
%:

Write a program to compute the yield vector.

« S P x GG x » [ENTER|

Store program YLD.
YLD

Compute the 5 x 1 yield vector YL .

USER
YLD

1
1

M

1: €« S P * GG ¥ ¥

3:
%:

1: [[ 8.088 ]

[ 2488.008 ]

[ 2971.43 1

Lot | 66 ] 555 | EGd | 553 | G2 |

You can use |EDIT | or [VIEW| | to view the entire vector.

0

2400.00
YL =12971.43
2387.76
1595.91

The resulting yield vector shows that height class 3 should be harvested to
maximize the annual sustainable yield, since y/3 = $2971.43 is the max-

imum entry.
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Purge the user variables created in this problem section.

{’P1"'P2'"P3''P4'"'P5"'"GG1’ 'GG2' 'GG3'’
IGG4I ,GGSI ICGI IPI ISI 'Gll IG2I IG3’ ’G4l
PURGE
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More Step-by-Step Solutions
for Your HP-28S or HP-28C Calculator

These additional books offer a variety of examples and keystroke pro-
cedures to help set up your calculations the way you need them.

Practical routines show you how to use the built-in menus to solve prob-
lems more effectively, while easy-to-follow instructions help you create
personalized menus.

Algebra and College Math (00028-90101)

m Solve algebraic problems: polynomial long division, function evalua-
tion, simultaneous linear equations, quadratic equations, logarithms,
polynomial equations, matrix determinants, and infinite series.

m Perform trigonometric calculations: graphs of functions, relations and
identities, inverse functions, equations, and complex numbers.

m Solve analytic geometry problems: rectangular and polar coordinates,
straight line, circle, parabola, ellipse, hyperbola, and parmetric equa-
tions.

Calculus (00028-90102)

m Perform function operations: definition, composition, analysis, angles
between lines, and angles between a line and a function.

m Solve problems of differential calculus: function minimization, com-
puting tangent lines and implicit differentiation.

m Obtain symbolic and numerical solutions for integral calculus prob-
lems: polynomial integration, area between curves, arc length of a
function, surface area, and volume of a solid of revolution.

Probability and Statistics (00028-90104)
m Set up a statistical matrix.

m Calculate basic statistics: mean, standard deviation, variance, covari-
ance, correlation coefficient, sums of products, normalization, delta
percent on paired data, moments, skewness, and kurtosis.



Learn methods for calculating eigenvalues and eigenvectors.

Perform the method of least squares and Markov Chain calculations.

And Specifically for Your HP-28S...

Mathematical Applications (00028-90111)

Find the area and all sides and angles of any plane triangle.
Perform synthetic division on polynomials of arbitrary order.

Calculate all the roots of a first, second, third and fourth degree poly-
nomial, with real or complex coefficients.

Solve first and second-order differential equations.

Convert the coordinates of two or three-dimensional vectors between
two coordinate systems, where one system is translated and/or rotated
with respect to the other.

Collect statistical data points, and fit curves to the data.

How to Order...

To order a book your dealer does not carry, call toll-free 1-800-538-8787
and refer to call code P270. Master Card, VISA, and American Express
cards are welcome. For countries outside the U.S., contact your local
Hewlett-Packard sales office.






Step-by-Step Solutions
for Your HP-28S or HP-28C Calculator

Vectors and Matrices contains a variety of examples and solutions to
show how you can easily solve your technical problems.

B General Matrix Operations
Sum of Matrices « Matrix Multiplication ¢ Determinant of a Matrix
* Inverse of a Matrix * Transpose of a Matrix ¢« Conjugate of a
Complex Matrix * Minor of a Matrix * Rank of a Matrix « Hermitian
Matrices

B Systems of Linear Equations
Non-Homogeneous System * Homogeneous System e Iterative
Refinement

B Vector Spaces
Basis ¢ Orthogonality ¢ Vector Length ¢ Normalization ¢ Gram-
Schmidt Orthogonalization ¢ Orthonormal Basis

B Eigenvalues
The Characteristic Polynomial ¢ Eigenvalues from Expansion
* Eigenvectors ¢ Eigenvalues from \I—Al

B Least Squares
Straight Line Fitting ¢ Quadratic Polynomial

B Markov Chains
Steady State of a System

B An Example: Forest Management Model and Yield
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